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Abstract

This paper describes the creation of a work-
bench tool designed to make technologies de-
veloped throughout the lifespan of the Car-
damom project easily accessible to researchers
who could most benefit from them, but who
may not have the technical expertise to ap-
ply bleeding edge technologies to their own
datasets. The workbench provides an intu-
itive graphical user interface (GUI) and work-
flow which abstract users away from underly-
ing technical tasks, while providing them with
a suite of powerful NLP tools developed by
the Cardamom team. These include tokenis-
ers, POS-taggers, various annotation tools, and
ML models. The performance of workbench
tools can be improved as text and annotations
are added by users. It is envisioned that this
workbench will provide a simple route to dig-
ital publication for academics in the humani-
ties, or more specifically, for linguists working
with under-resourced or historical languages,
who have collected text data but are unable to
make it available online as a result of finan-
cial or technical restraints. This has the added
benefit of increasing the availability of high
quality, annotated text data to NLP researchers,
thereby providing value to both communities
of researchers.

1 Introduction

Some of the most cutting edge Machine Learning
(ML) and Natural Language Processing (NLP) tech-
niques require large quantities of data for use in
training and testing increasingly complex models
(Brown et al., 2020; Shoeybi et al., 2019; Patil et al.,
2022). A relative abundance of digital text data is
readily available for some of the most widely used
world languages, however, it is well established
that many of the world’s languages are severely
under-resourced in terms of technologies to support
language use (Bender, 2019; Joshi et al., 2020; Hed-
derich et al., 2021). As more complex resources,
like machine translation tools, are built upon the

foundation of rudimentary resources, like parallel
corpora, a vicious cycle can emerge whereby under-
resourced languages remain under-resourced, while
resources for better resourced languages multiply.

Many of the most severely under-resourced lan-
guages can lack even a sufficiently large corpus of
machine-readable text, never mind resources like
tokenisers, part-of-speech (POS) taggers, and more
advanced processing tools. NLP researchers are
forced to either abandon the hope of developing
ML models for such languages, or to devote time
to creating basic resources like text corpora. For
this reason Cieri et al. warn that, "If the language
has too few resources, the project could mire in
[language-resource] creation" (2016, 4548). At the
same time, linguistic researchers often accumulate
text which, for a variety of reasons, they may be un-
able to make easily accessible to other researches.
Quantities of text, which may not be substantial
enough to justify a print edition, are regularly pro-
duced during the course of research projects, and it
can be difficult for researchers to make these texts
available online if they do not have access to the
required technical skills, funding or IT resources.
As such, texts are often abandoned once research
projects conclude. In the case of under-resourced
languages, such texts could be particularly valuable
in the creation of NLP tools like spell-checkers and
machine translation resources. They could be har-
nessed to improve research prospects for human-
ities scholars working with languages for which
little technology is readily available.

The aim of this paper is to present a workbench
tool designed to provide linguistic researchers with
easy access to NLP tools developed by Cardamom
researchers, and to reduce the barrier to entry for
digital publication of their texts. As such, these
tools include preprocessing tools like tokenisers
and POS-taggers, annotation tools so that a wide
variety of metadata can be stored, as well more
complex tools such as word-embedding models
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which improve search and query options for cor-
pora. Section 2 of this paper will discuss the value
and availability of digital text resources. Section
3 will give an overview of the Cardamom project.
The state of digital text availability for historical
languages will be discussed as a case study in sec-
tion 4. It will be demonstrated that there exist cer-
tain obstacles to the production of freely available
digital text which could be harnessed to improve
ML resources. Section 5 will describe the work-
bench itself, and how it aims to overcome these
obstacles.

2 Resources and Research Communities

It is self-evident that linguistic researchers, whether
their focus be on language processing or traditional
linguistics, stand to benefit from freely available
and easily accessible digital text corpora. Such
corpora can be used as teaching aids for language
students, and many traditional avenues of linguistic
research can be improved or supported by the avail-
ability of a machine readable corpus of text (Lynn,
2012). For NLP researchers, ever larger quanti-
ties of digital text are becoming more important
as computer processing power improves and state-
of-the-art techniques become more reliant on large
quantities of training data. For example, Villegas
et al. report that "CLARIN NLP services prove
efficient when processing large corpora but large
corpora are not always available" (2012, 3287).
Where text data is available to NLP researchers,
they in turn can develop tools to support or en-
hance traditional linguistic research areas. Areas
of study such as linguistic typology and syntax
greatly benefit from corpus-based and data-driven
research (Nivre, 2015; Alves et al., 2023). Tools for
machine translation, as well as machine-readable
lexicons, for example, can greatly reduce the time-
investment required for otherwise laborious tasks,
allowing scholars more time to focus on research
questions. These same tools’ performance can be
improved further as larger quantities of text data
become available.

Despite the clear benefits to both research com-
munities, NLP and traditional linguistics, close co-
operation between the two is not necessarily easy
to coordinate. As will be demonstrated in sub-
section 4, it is often difficult for humanities-based
researchers to ensure text data they may have accu-
mulated can be made available and remain easily
accessible. In some instances, it will be shown,

it may even be beneficial to researchers to avoid
creating digital text corpora. On the other side of
the house, NLP researchers are often content to
demonstrate improved results over state-of-the-art
techniques in some task or research area, however,
it is not always prioritised that these improved tech-
niques are easily accessible to those who stand
to benefit from them. McGillivray et al. "draw
attention to the lack of communication between
the communities of NLP and DH" and further sug-
gest that "In spite of its damaging effect on the
progress of the disciplines, we believe this lack of
communication and miscommunication are under-
estimated" (2020). It is almost meaningless from
the perspective of a language community to demon-
strate even significant improvements in an NLP
area, like machine translation for example, if mem-
bers of that community must become proficient
in one or more programming languages, as well
as command line interface, before they can ben-
efit from it. This is not to mention the types of
troubleshooting and version control issues which
can often cause headaches even for highly techni-
cally proficient NLP researchers. The workbench
which is the focus of this paper aims to empower
researchers to work more closely together and ulti-
mately provide beneficial resources to both camps.

3 Cardamom Project

The Cardamom project (McCrae and Fransen,
2019) got underway in 2019 with the aim of devel-
oping deep-learning-based NLP techniques to close
the resource gap for historical and otherwise under-
resourced languages. Throughout the project’s
lifespan Cardamom technologies have been applied
in a variety of areas ranging from text preprocess-
ing tasks like tokenisation (Doyle et al., 2019) to
sentiment analysis (Chakravarthi et al., 2020) and
detection of language and dialect (Goswami et al.,
2020; Rani et al., 2022). Cardamom research has
focused on reducing resource requirements, both
for data and for processing power, with the aim
of reducing the NLP barrier to entry for under-
resourced languages. This has been accomplished
by developing more efficient approaches to com-
mon tasks (Goswami et al., 2021a,b) as well as by
exploiting commonalities between closely related
languages to improve NLP prospects for individual
low-resource languages (McCrae et al., 2021).

In aiming to improve language processing
prospects for both under-resourced modern lan-
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guages and historical ones, Cardamom is unlike
many other projects. Because historical language
stages can form diachronic links between mod-
ern languages, the benefits of transfer learning can
be exploited not only laterally, from one modern
language to another, but temporally forward and
backward also, adding new dimensionality to such
NLP solutions (Dereza et al., 2023b). Inclusion
of historical language stages as a means of bridg-
ing divides between modern languages which have
descended from them is a somewhat novel solu-
tion, and promises to bolster further research areas
such as computer-assisted diachronic terminology
mapping.

As historical languages are typically very under-
resourced themselves, they too stand to gain from
research which aims to reduce resource require-
ments for NLP. Moreover, historical languages can
present challenges which are not common in mod-
ern languages. One such example is that many fea-
tures of manuscript orthography are unsupported
by modern standards like Unicode which "gives
higher priority to ensuring utility for the future
than to preserving past antiquities" (Becker, 1988,
5) and therefore, "aims in the first instance at the
characters published in modern text". Therefore,
many such features cannot be accurately or consis-
tently captured in digital text without employing
workarounds like discreet annotations (Doyle et al.,
2018, 69–70). Another example relates to orthogra-
phies which predate the standardisation typical of
modern languages. These can result in a high de-
gree of spelling variation in historical language
texts, which can be particularly problematic when
processing languages which are morphologically
rich (Dereza et al., 2023a). Moreover, in languages
which predate modern word separation using spac-
ing, even fundamental tasks like tokenisation can
pose significant difficulties (Doyle et al., 2019).

Issues such as these have been been the subjects
of investigation during the course of the Cardamom
project. Problem areas specific to historical lan-
guages, which have to date received little attention,
have been addressed and technologies have been
developed to meet the specific needs of these and
other under-resourced languages (see subsection
5.2). The focus of the Cardamom project has now
shifted to ensuring these technologies are easily
accessible to users who may find value in them.

4 Historical Languages; a Case Study

Historical languages like Old Irish and Old English
suffer from many of the same resource deficits
which afflict modern under-resourced languages.
As no communities of native speakers exist for
these languages, no new text can be generated by
native speakers. Instead, NLP researchers must
rely primarily on text which has survived for cen-
turies or even millennia, from the times when these
languages were still in use. Such texts are generally
preserved in manuscripts, or in some cases, engrav-
ings in stone, clay and other materials. By the very
nature of their antiquity, such sources of text can be
scarce. Even where a text has survived, however,
a digital transcription of it may not be available to
NLP researchers.

Typically, historical linguists who transcribe the
contents of a manuscript will aim to release the
resulting text as a print edition rather than in digi-
tal format. There are many valid reasons for this,
chief amongst which may be the perception that
it is more advantageous to produce texts in print.
Stifter et al. stress the importance of "ensuring that
scholars receive due credit for their work for the
purposes of career progression" (2021, 17), and it
stands to reason that scholars will aim to produce
whichever form of publication is more likely to
receive engagement in the form of peer reviews
and citations. However, Stifter et al. also identify
"a reluctance to rely on and cite digital resources"
(2021, 10) among linguists working with historical
Gaelic varieties, "particularly when there is a print
alternative, even if more out of date". This reluc-
tance appears to be rooted in the belief that such
resources are somewhat unreliable or capricious,
and Stifter et al. report that "the perceived authority
and trustworthiness of digital resources" (2021, 17)
was a recurring theme in their workshop. Schol-
ars do not feel confident citing a resource which
they believe could be altered at any time, with little
warning or oversight. Unfortunately, for as long
as there is a reluctance to interact with digital re-
sources by humanities scholars, linguists will be
actively incentivised to generate print editions at
the expense of digital text resources. This, in turn,
contributes to a shortage of digital text available to
NLP researchers for historical languages.

Other technical factors also play a role in pre-
venting the generation of digital text for historical
languages. It is no secret that "Digital resources
are expensive both to build and maintain" (Stifter
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Figure 1: Cardamom Workbench: Home Page with Uploaded Texts and File Upload Options.

et al., 2021, 10). They require ongoing investment
and technical support, while a print edition, once
published, is relatively permanent. Publishing text
online requires either developing the technical skill-
set required to create a web-based text repository,
or employing a web developer. Either option incurs
costs, be it for hardware acquisition and mainte-
nance, or for ongoing web-hosting services. Lin-
guists can be easily excused for preferring to simply
focus on their own specific research interests. Thus,
both technical and financial restrictions contribute
further to historical language varieties remaining
particularly poorly resourced.

Despite the factors listed above which may ob-
struct linguistic communities attempting to make
digital text available online, there is a clear desire
to do so, and pride is rightly taken in extant digital
resources. Stifter et al. note that "Medieval Irish
studies have been at the vanguard of textual digiti-
sation since the infancy of the World Wide Web"
(2021, 14), and it is indeed widely reported that the
first website hosted in Ireland was the Corpus of
Electronic Texts (CELT, Ó Corráin et al., 1997; En-
glish, 2018; Burke, 2018; Ahlstrom, 2014). Other
repositories like ISOS and projects like Ogham in
3D (White, 2012) are praised for making historical
writings available to researchers and disseminating
academic research to a wide public audience (2021,
7, 24–25). The value of creating digital resources
is clearly not lost on humanities scholars, and it
would benefit both communities of researchers,
NLP and traditional linguistic, to develop a stream-
lined, cost-free means of publishing digital text
online, whereby appropriate credit can be given to
the creator of that text.

5 The Workbench

The Cardamom Workbench aims to overcome
many of the problems discussed above, both those
faced by NLP researchers and by those in human-
ities fields. It also aims to make useful NLP tech-
niques and processes easily accessible to users.
Users will be provided with an intuitive GUI
through which they can interact with various Car-
damom technologies, and the pipeline to digitally
publishing texts online will be streamlined. If a
user chooses to publish their text through the work-
bench, it will remain easily accessible online and
will be appropriately attributed to the digital text’s
creator. It will also be ensured that the copyright of
any earlier edition of an uploaded text is respected,
and that contributed works meet quantifiable qual-
ity standards before they can be published, which
should alleviate concerns about the reliability of
these digital resources.

5.1 Application Design and Workflow
The application is comprised of a web-based front
end and a relational database back end. The GUI
has been designed to produce an intuitive workflow,
intended to make the built-in Cardamom technolo-
gies easily accessible to a wide variety of users
without requiring them to develop the kind of tech-
nical skill-set which would otherwise be needed.
Users who make accounts can upload text files in
common formats like .pdf, .txt and .docx at
the homepage (see figure 1). The text is extracted
from these files by the workbench, and stored in
the database using UTF-8 encoding. Alternatively,
users can create a new text from scratch using the
built-in text editor. In either case, users will be
asked to select the primary language of the text at
the point of upload or creation. Texts can contain
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multiple languages, however, some downstream
tasks are language-dependent and require that a
primary language is identified.

Once uploaded or created, users can select a text
from the homepage. Doing so opens it in the Text
Editor tab. Here changes can be made to the con-
tent of the text if necessary. Several other tabs
are also available to users, each associated with a
specific text processing or annotation task. These
tabs, from left to right, form a workflow which
is intended to guide users who may be unfamiliar
with text processing though the successive steps
in an intuitive manner. Certain steps are reliant on
previous ones, and so some tabs will be unavail-
able until previous steps have been completed. For
example, POS-tagging will be unavailable until a
text has been tokenised. Users are not required
to utilise every tab, nor to perform every type of
processing which is available. For example, a user
may intend only to tokenise a text, and it will be
possible for them to export their token data once
they have completed this step.

In each of the workflow tabs users will be able
to carry out the specified task either automatically,
using Cardamom technologies, or manually. This
gives users manual oversight over automated tasks.
For example, in the POS Tagging tab a user can
manually select POS tags for individual words, or
they can click the Auto-Tag button and the work-
bench will select the appropriate pre-trained POS-
tagger model for the specified language, and use
it to tag the text. The user may use the Auto-Tag
function first, then manually change tags by click-
ing on a token, and selecting a different POS from
a drop-down menu (see figure 4 below). Where
a user has manually annotated text in any work-
flow tab, and then applies automatic annotation to
the text, the automatic tool will not overwrite man-
ual annotations. In languages which are currently
unsupported by Cardamom technologies, the work-
bench provides generalised automation tools to sup-
port workflows where possible; for example, the
workbench can attempt to tokenise text regardless
of language, though results are improved where a
supported language is specified. Users may have
to carry out language-dependent tasks manually,
however, where languages are unsupported by the
workbench.

Tokenisation does not involve splitting a user’s
text into word-level strings and storing these. In-
stead, when tokenisation is carried out by a user

on a text, a start index and end index are stored
in the database for each token. Tokens can then
be retrieved from the original text at any point us-
ing these indices. Token-dependent annotations,
such as POS-tags, are applied to this index range
rather than to the string itself. In a similar manner,
any user-specific annotations are also applied to
an index range corresponding to a string of text
highlighted by the user in the GUI. This allows an-
notations to be provided both at token level, as well
as at sub-token and super-token levels. When the
user makes changes to the base text in the text edi-
tor, the indices of tokens are updated in accordance
with any alterations made, ensuring that annota-
tions remain aligned with the correct text.

One of the main benefits of the workbench’s de-
sign is that it can learn from users’ content. Users,
therefore, can improve the ability of the workbench
to automate processing tasks for their language
each time they upload or annotate text, as this
provides more training data to the underlying lan-
guage models. This adaptability is of great value
for under-resourced languages, for which little an-
notated text data might yet exist. In the case of
languages which are not yet supported by the work-
bench, users will need to manually annotate some
portion of their uploaded text data themselves in
the workbench. Once a sufficient quantity of text
has been manually annotated, however, it will be
possible to train models for the language, making
automatic annotation available for that language.
In order to ensure consistency of data used for
model training, the streamlined annotation process
requires that users tokenise and POS-tag in accor-
dance with UD guidelines (Zeman, 2016). User-
generated data will not be used as training data
until it meets these criteria. While user-generated
annotations may be used in resulting publications,
they do not form a part of the main workflow, and
will not be used in model training.

5.2 Technologies
The technologies which underlie the automatic pro-
cessing and annotation options in the workbench
have been developed throughout the course of the
Cardamom project. As these technologies are not
the focus of the current paper, technical aspects
of their individual implementations cannot be dis-
cussed in detail throughout this section. Specifi-
cations of many technologies used by Cardamom
have already been published (Doyle et al., 2019;
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Figure 2: Cardamom Workbench, Latin Text: Tokenisation Tab with Automatically Generated Tokens (Blue), 
Manually Generated Tokens (Green) and Selected Text (Yellow).

Chakravarthi et al., 2020; Goswami et al., 2020;
Rani et al., 2022; Goswami et al., 2021a,b; McCrae
et al., 2021; Dereza et al., 2023b), and publica-
tions for other technologies are in progress. Cer-
tain tasks, such as tokenisation, which have been
found to create specific difficulties for languages
which have been the focus of Cardamom research
will be discussed in this section, however. This sec-
tion will also address tasks have been improved by
Cardamom research, either by reducing the quan-
tity of training data required to achieve sufficient
results, or by reducing the processing power and
time required to achieve results comparable with
the state-of-the-art.

5.2.1 Tokenisation
Tokenisation has been identified as problematic for
languages which predate the modern standard sep-
aration of lexical words using spaces (Doyle et al.,
2019). In such cases, tokenisation requires a more
targeted, language-specific approach. For example,
certain Latin texts are written with words separated
using an interpunct, not spacing. An example of
this can be seen in figure 2. By contrast to Latin,
the interpunct is often used to indicate points of
stress within the verbal complex in the orthography
of Old Irish editions and learning material, but not
necessarily at word boundaries. Latin text requires
that tokens be separated at points where an inter-
punct is used, however, this may be inappropriate

for Old Irish where the interpunct serves a differ-
ent purpose. Therefore, it was necessary to create
discrete tokenisers for Latin and Old Irish, each
of which treat the interpunct as appropriate for the
language in question.

Word spacing has also been identified as prob-
lematic when tokenising historical languages.
Many Latin texts were written in scriptio con-
tinua, without any punctuation or spacing sepa-
rating words from each other (see again figure 2).
Meanwhile Thurneysen notes that generally, in Old
Irish manuscripts, "words which are grouped round
a single chief stress and have a close syntactic con-
nexion with each other are written as one" (1946,
24). In either case, it is difficult to create an au-
tomatic tokeniser which can accurately separate
such compounded words without large quantities
of training data (Doyle et al., 2019). The work-
bench, therefore, allows users to manually identify
the exact boundaries between tokens in their texts
by highlighting some quantity of text which they
consider to be a single token. By this means it
is even possible for users to create tokens which
contain space characters, as may be required, for
example, where a nasal has been separated from
the following word in Old Irish (see figure 3).
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Figure 3: Cardamom Workbench, Old Irish Text: Space Character within the Selected Token (Yellow).

5.2.2 Language Identification, and Related
Techniques

A considerable amount of Cardamom research has
focused on the identification of various linguistic
features and characteristics within a text. This in-
cludes, but is not limited to, identification of lan-
guage and dialect (Goswami et al., 2020; Rani et al.,
2022), authorship identification, and cognate de-
tection. In the context of the workbench, these
technologies may be of use to users working with
texts which contain some degree of code switching.
Identifying tokens which are not from the primary
language of the text will allow for improved results
in POS-tagging. These techniques may also be of
interest to scholars of languages like Old Irish, for
which "Contemporary divergences, such as would
point to dialectal peculiarities, are very rare" (Thur-
neysen, 1946, 12).

5.2.3 POS-tagging
The Cardamom Workbench follows Universal De-
pendencies (UD) guidelines (Zeman, 2016) for to-
kenisation and POS-tagging. As such, the work-
bench utilises the same seventeen POS tags used
in UD treebanks. This decision was made because
UD has already established itself as a common stan-
dard, capable of facilitating the requirements of a
wide range of languages. As such, it is reason-
able to expect it will be suitable also for the various
under-resourced and historical languages which are
the target of the workbench. Moreover, adherence

to such a well supported standard as UD, means
that extant validation tools can be utilised to ensure
the quality of data created and annotated by users.

As has been mentioned above, users can POS
tag their text both automatically and manually. Au-
tomatic POS-taggers were trained for various lan-
guages using lexical data primarily drawn from
UD treebanks. These models can be improved
both when UD repositories are updated, and when
workbench users POS tag their own text. Tagged
text is colour-coded in the GUI to enable users to
quickly and intuitively assess POS-tagged tokens
(see figure 4). A future iteration of the workbench
is expected to expand this token-level tagging to
include headword identification to support digital
lexicography, and lexical feature identification in
accordance with UD guidelines.

5.2.4 Other Annotations
Various other forms of annotation are possible aside
from language and POS tagging of tokens. The An-
notations tab allows users to apply annotation not
only to tokens, but at sub-token and meta-token
levels also. Users can highlight any quantity of text
and add an annotation to it. This is useful, for exam-
ple, in digital editions of historical language texts
where, in the manuscript, text may have been lost
due to damage, or abbreviated using a variety of
symbols (Thurneysen, 1946, 25). Users may wish
to indicate that they have supplied or restored text
in such instances, and can do so easily by providing
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Figure 4: Cardamom Workbench, Modern Irish Text: POS-tagging with POS Tags Differentiated by Colour.

annotation in this manner. Here again, Cardamom
technologies are available to help automate the pro-
cess, for example, by suggesting the most likely
annotation required based on the text selected by
the user. In a future iteration of the workbench it
is expected that users will have the option of ex-
porting their text annotated with TEI markdown
(TEI-Consortium, 1994), however, at launch the
primary function of such annotations is to enhance
resulting digital editions with metadata.

5.3 Value for Stakeholders and Future Work
The primary goals at launch are to ensure accessi-
bility of current Cardamom technologies to users,
and to provide a simple means of digitally publish-
ing texts. Cardamom intends to provide free web
hosting for users-submitted texts on servers owned
and operated by the Insight Centre for Data Ana-
lytics, and permanent URLs will be provided for
these once published. Once the period of funding
has ceased for the Cardamom project itself, respon-
sibility for continued support of the workbench,
and hosting of both the application and digitally
published texts, will be transferred to the Insight
Centre for Data Analytics. This will ensure long-
term accessibility of user-supplied content, which
is beneficial both for users who will be appropri-
ately credited with contributing the text, and for
NLP researchers who will have access to more text
data for under-resourced and historical languages.
The quality of uploaded text and annotations can
be tightly controlled using extant validation tools,

and manual oversight.
As has been mentioned throughout this paper, up-

dates to the workbench’s functionality are expected
as development continues after launch. Work is
ongoing on a tool which utilises word embeddings
to allow users to track orthographic and semantic
changes in a lexeme over time, and to find words
which are semantically or morphologically simi-
lar to an entered search term. It is envisioned that
this functionality could be useful to historical lin-
guists editing obscure manuscript passages, where
one possible reading must be chosen over another.
Generic tools such as concordancers are also in-
tended to be implemented in future revisions, and
extended functionality will be added for texts both
as the workbench is developed, and in accordance
with the level of annotation provided by users. For
example, POS-tagging and headword annotation
of tokens will enable linking to external lexical
resources for a given language.

It is expected that once a sufficient interest has
been demonstrated by users in the workbench, it
will be possible to develop an expert peer-review
and support network. This will further ensure the
quality of submitted texts, allowing language ex-
perts to provide commentary and critique on a text
before it is published. It will also be possible to
credit reviewers when updates are made to pub-
lished texts based on their recommendations. Such
a network would also allow linguistic experts to
advise on future development of the workbench to
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support language-specific requirements, increasing
its value to users going forward.

5.4 Related Tools
A number of extant tools may be compared to the
workbench presented here, both as regards pro-
viding users with similar technologies, and sim-
plifying interaction with annotated corpora. It is
important to acknowledge these tools in order to
appreciate the features and use cases which distin-
guish the Cardamom Workbench from them. The
value proposition of the workbench, as well as its
intended user base, are the primary distinguishing
factors. As has been mentioned above, the intent
of the workbench is to create value for two groups
of researchers with distinct sets of requirements in
order to improve their particular research prospects.

The historical focus of Cardamom research cre-
ates value in an area for which discrete solutions
are required, and certain tools have already been
made available in this area in an attempt to pro-
vide such solutions. TEITOK is an open source,
web-based tools which enables users to create and
distribute corpora (Janssen, 2016, 16). Users can
align manuscript pages with transcribed text, and
transcribe directly from manuscript images. An-
notation is enabled using TEI, and users are given
tools for visualising annotations such as depen-
dency grammars and parse trees. As such, this tool
is possibly the closest extant resource to the work-
bench in terms of its historical focus, and its corpus
creation and annotation support. A few things set
the two apart, however, the foremost of which is the
technology stack provided by Cardamom. Work-
bench users benefit from these tools not as merely
as static resources, but as dynamic ones. They
can play a role in improving their performance
by contributing more text and annotations. Thus,
while the focus of TEITOK appears to be to fa-
cilitate corpus creation and annotation, the focus
of the workbench is to provide users with tools
which will empower them to process and annotate
texts more efficiently, and to constantly improve
the tools available to users.

Some extant resources provide users with tech-
nologies comparable to those of the Cardamom
Workbench. The IMS Open Corpus Workbench
(Evert, 2008) provides users with open source cor-
pus query tools and is intended for use with large
text corpora. On the one hand this is very useful for
users who have access to large text corpora, though

it is an unrealistic scenario for under-resourced
or historical languages. The aim of Cardamom
research has been to close the resource gap by cre-
ating tools which can be both trained and used on
relatively small text corpora. On the other hand,
according to the IMS Open Corpus Workbench’s
website, "It is intentionally not very user friendly",
requiring that users interact with it using secondary
software which abstracts away from the technology
stack. By contrast, the Cardamom workbench was
designed from the beginning with user friendliness
in mind, as its intended user base is specifically
those who do not have the technical skill-set to use
Cardamom technologies if it means downloading
scripts from repositories like GitHub and running
them using command line interface. Persides is
an editing platform for Classics texts which allows
large groups of users to partake in "allows for the
participation of a large group of users in the pro-
cess of editing, publishing, and analyzing ancient
documents" (Almas and Beaulieu, 2013, 502). It is
based on the principle that "a well-organized crowd-
sourcing effort can accomplish far more work than
any lone scholar and the work ultimately produced
benefits from the variety of perspectives included"
(Almas and Beaulieu, 2016, 172). This contrasts
with the work presented here in that the Cardamom
workbench aims to empower individual scholars
to annotate and publish their work with minimal
effort or collaboration. Another web-based appli-
cation, the INCEpTION annotation environment
(Klie et al., 2018), provides users near free rein
over how they annotate their corpora. While it pro-
vides predefined elements, like knowledge bases,
layers and tag-sets, it also allows users to modify
these, or to create their own annotations. While the
Cardamom workbench allows users to provide their
own annotations where desired, the streamlined an-
notation process is designed to ensure users’ output
meets a single common NLP standard as closely
as possible for tasks like tokenisation and POS-
tagging (Zeman, 2016). Moreover, the workbench
provides users with a suite of NLP tools specifically
designed to aid in such annotation for historical and
under-resourced languages.

Possibly the most well known extant tool in this
area is Sketch Engine, a web-based corpus man-
agement system which also provides users with
text analysis functionalities. Some of the analy-
sis tools provided by Sketch Engine overlap with
those of the Cardamom Workbench, for example,
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it allows POS-tagging for a wide range of sup-
ported languages. It also provides a "summary of a
word’s grammatical and collocational behaviour"
(Kilgarriff et al., 2014, 9), however, to support such
features Sketch Engine requires that tools like a
tokeniser, lemmatiser, POS-tagger, and morpho-
logical parser must already exist for a given lan-
guage (2014, 18). Being a commercial tool, it
is not free to use, however, a feature-limited free
counterpart, NoSketch Engine, does exist. While
Sketch Engine provides very valuable technologies
to lexicographers, translators, language learners,
and institutes like universities, its primary focus
seems to be on making extant tools more accessi-
ble rather than developing or improving language
tools. Here again the Cardamom Workbench pro-
vides value to users. Both Sketch Engine and the
Cardamom Workbench cater more to some lan-
guages, for which more language resources are
readily available, than to other less resourced lan-
guages. Cardamom, however, provides users with
the possibility of creating such resources, and har-
nessing them to improve built-in language tools as
they use the workbench. The suite of technologies
built into the Cardamom Workbench is also more
extensive than that of Sketch Engine, and these are
targeted towards the kinds of processing and an-
notation tasks which will allow users to create the
most useful language resources using their supplied
text.

6 Conclusion

This paper has presented the Cardamom Work-
bench, a tool which provides language experts with
modern NLP tools which can be easily applied to
their own texts. It also aims to provide users with
a streamlined means of digitally publishing text
content which may be of value to both traditional
linguists and to NLP researchers, meanwhile al-
lowing appropriate credit to be given to users who
produce and annotate the digital text.
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