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Abstract

The paper presents preliminary results from
our experiments with large language models,
linked data, and semantic change in multilin-
gual diachronic contexts. It proposes the first
steps towards a benchmark and aims at fos-
tering discussion on the concept of conversa-
tional knowledge bots as emerging paradigms,
and the use of linked open data in linguistic
tasks.

1 Introduction

Developments in large language models (LLM)
such as GPT-3, BLOOM and GPT-4 (Brown
et al., 2020; Workshop BigScience, 2022; Ope-
nAI, 2023) have drawn attention to the capabili-
ties of deep learning technologies to support con-
versations between human and artificial agents us-
ing natural language. These types of conversation,
spanning from question-answering to code gener-
ation, seem to indicate an emergent paradigm shift
from current graphic- and keyword-based human-

computer interaction and search modes to a con-
versational way of interacting with machines and
the World Wide Web. Although conversational
agents such as ChatGPT and BLOOM have shown
remarkable capabilities in generating human-like
responses and ability to analyse and synthesise
correct answers, the currently available versions
may suffer from a few limitations, such as halluci-
nations, self-contradicting statements, or outdated
information (Ji et al., 2023; Mündler et al., 2023).

The question that arises is, therefore, to what
extent will this way of interacting affect present
formalisms and concepts, in particular those re-
lated to the Semantic Web? Will the process-
ing of large amounts of unstructured text and the
availability of pre-trained language models with
conversational abilities have an impact on the use
of more structured forms of representing and ac-
cessing knowledge by means of vocabularies such
as the Resource Description Framework (RDF),
Web Ontology Language (OWL), Linked Open
Data (LOD) or OntoLex? How might these two
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paradigms influence each other and what possible
forms of combining them might be imagined for
applications in areas of research such as linguis-
tics, data science and digital humanities?

Rather than providing direct answers to these
questions, the aim of this paper is to discuss po-
tential scenarios built on a use case that com-
bines natural language processing (NLP) and lin-
guistic linked open data (LLOD) to analyse se-
mantic change in multilingual diachronic cor-
pora. Sections 2 and 3 present related work
and preliminary results from our experiments with
ChatGPT (Brown et al., 2020), Bing (Mehdi,
2023), word2vec (Mikolov et al., 2013; Rehurek
and Sojka, 2010), and OntoLex-FrAC (Chiarcos
et al., 2022). Section 4 formulates questions based
on these first-round observations and proposes a
benchmark related to the concept of conversa-
tional knowledge bots and their application to lin-
guistic tasks. Section 5 summarises our findings.

2 Related work

Research on semantic change, the phenomenon
concerned with the change in the meaning of a lex-
ical unit (word or expression) or of a concept over
time, has seen significant progress in the natural
language processing community in recent years
(Tahmasebi et al., 2018; Tsakalidis et al., 2019;
Schlechtweg et al., 2020). While the majority of
these studies focus on corpus-driven embedding
models covering different time intervals, some
studies, e.g., Armaselu et al. (2022), have advo-
cated for the integration of such distributional ap-
proaches with linked open data. Recent advances
have also been reported in the area of linguistic
linked data (Cimiano et al., 2020; Khan et al.,
2021; McGillivray et al., 2023), which promotes
the use of graph-based models to represent linguis-
tic data, and in building AI-based conversational
agents, such as OpenAI’s ChatGPT (Chat Gen-
erative Pre-trained Transformer), Microsoft Bing,
and Google’s Bard. Studies on LLMs have drawn
attention to both potential benefits and concerns
(Maynez et al., 2020; Shuster et al., 2021; Ta-
lat et al., 2022; DIGHUM, 2023), to their ability
to be trained on code, use external APIs (Chen
et al., 2021; Schick et al., 2023) and integrate plu-
gins.1 However, to our knowledge, there have not
been any enquiries on the opportunities and chal-

1https://openai.com/blog/
chatgpt-plugins.

lenges of combining LLMs and LLOD in seman-
tic change-related tasks. Given the trends in arti-
ficial intelligence (AI) possibly leading to a con-
versational Web paradigm, these forms of interac-
tion and their impact should be considered within
the linked data community. We will illustrate this
point through examples from a use case in di-
achronic analysis.

3 Preliminary results

In this section, we describe preliminary results
from semantic change experiments with ChatGPT
and Bing, and word embedding methods.

3.1 ChatGPT and Bing
The experiments involved the use of the OpenAI
platform that allows for interactions with the GPT
conversational agent via a user account. At this
stage, we carried out qualitative evaluations of
GPT’s responses. Our first aim was to assess to
what extent the agent can trace the semantic evolu-
tion of certain words, such as ’revolution’, across
several periods and languages or provide citations
when explicitly asked to do so (Appendix A, Table
2).

Our second aim was to evaluate the agent’s
ability to generate code based on specific rela-
tions, such as the sense of a word and its at-
testation, using OntoLex-Lemon (McCrae et al.,
2017) and OntoLex(-FrAC) (Chiarcos et al., 2021,
2022), a model intended to complement its pre-
decessor with a vocabulary necessary to rep-
resent information derived from corpora. The
first results (Table 1) indicated that GPT seemed
quite good at generating OntoLex. On the other
hand, its responses related to OntoLex-FrAC, al-
though sounding meaningful, were incorrect. This
seemed to be due to a lack of training data using
this formalism. This assumption was supported
by GPT’s initial misreading of the acronym:
OntoLex-FrAC stands for OntoLex Lemon Exten-
sion for Frame-based Annotation of Corpora (con-
versation 1); OntoLex-FrAC (Ontology-Lexicon
for Fine-Grained Annotations and Classification)
is a model for representing fine-grained lexical
and semantic information in natural language text
(conversation 7). Therefore, we tried to teach
GPT about OntoLex-FrAC by asking it first to
summarise a paper about the model (Chiarcos
et al., 2022) by copying and pasting the full text.
We tested what it learned by asking the ques-
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tion from Table 1. It proposed the same struc-
ture as frac:attestation, but with halluci-
nated vocabulary. In a third step, we provided the
le_falter_vi example for attestation from the
paper (p. 4020). The answer in Table 1 was ob-
tained after asking the same question again in the
fourth iteration.

User: Please express in OntoLex or OntoLex-FrAC the
following sentence: The word ’révolution’ in French,
with the sense of ’mouvement circulaire effectué par un
corps autour de son axe’, was attested in 1727, according
to Ortolang.
Chat GPT: Here is an example of how to express the
sentence in OntoLex-FrAC:
css

:revolution_fr
a ontolex:LexicalEntry ;
rdfs:label "révolution"@fr ;
ontolex:canonicalForm [

a ontolex:Form ;
ontolex:writtenRep "révolution"@fr

] ;
ontolex:sense :revolution_fr_sense ;
frac:attestation [

a frac:Attestation ;
rdf:value "révolution (sens de 'mouvement
circulaire effectué par un corps autour de
son axe') est attesté en 1727"@fr ;
frac:attestationSource <https://www.ortolang.
fr/market/corpora/corpus-tcof>

] .
:revolution_fr_sense

a ontolex:LexicalSense ;
ontolex:definition [

a ontolex:Definition ;
rdfs:label "Définition de la révolution"@fr ;
rdf:value "'Mouvement circulaire effectué par
un corps autour de son axe'"@fr

] .

Table 1: ChatGPT conversation 8 (23 March 2023).
OntoLex-FrAC generation

To a certain extent, we managed to “teach”
ChatGPT some OntoLex-FrAC, but corpus and
date properties were missing, so ChatGPT made
up something on its own. It still hallucinated a lot,
influenced by the dialogue history. Remarkably,
it learned that an attestation must contain an
attestation string, and it made that up from the
definition, so, with some more examples, it can
produce valid OntoLex-FrAC. However, it failed
to create a separate date property. Other GPT tests
included similar conversations for words such
as Lithuanian ponas (‘sir, lord’) and its equiv-
alents in the other languages (conversation 10).
Bing also misread the OntoLex-FrAC acronym.
While correctly rendering OntoLex proper-
ties such as ontolex:canonicalForm
and ontolex:sense, it included non-
existing OntoLex-FrAC properties, e.g.,

ontolexfrac:dataSource and
ontolexfrac: dateOfAttestation
(Bing, conversation 1). Another aspect of the
assessment referred to sources. For instance,
when asked about the sources or methods used,
the degree of detail of the GPT responses varied:
from generic statements, As an AI language
model, I was trained on a large corpus of text
data (conversation 1); to recommendations, I can
suggest some resources [...]: National Library
of Luxembourg [...], Corpus de Français Parlé
à Bruxelles (conversation 5); or to procedure
descriptions, In this example, we create a lexical
entry [...] we include an attestation using the Frac
vocabulary (conversation 8).

3.2 Diachronic word embeddings
We compared the conversation results with the
outcomes of our diachronic word embedding and
LLOD modelling experiments using multilingual
datasets (Appendix B, Table 3, 4). We trained
standard word embedding techniques, such as
word2vec (Mikolov et al., 2013; Rehurek and So-
jka, 2010) and fastText (Bojanowski et al., 2017)
on the datasets divided into time slices corre-
sponding to centuries (LatinISE, Responsa) or
smaller event-driven intervals (BnL Open Data).
We extracted the neighbours of the target words in
the different time slices via cosine similarity, fol-
lowing standard practice in semantic change de-
tection. The goal was to query the models for sim-
ilar terms expressing social, economic, cultural or
historic facts, and compare them across several
languages. We noted that whereas the time slice
granularity of the order of centuries may point to
meanings changing, emerging or fading out (La-
tinISE, SLIEKKAS, Responsa), the finer granu-
larity seems to highlight polysemous usage in var-
ious contexts with no clear indication when a cer-
tain meaning has emerged or went out of use (BnL
Open Data). In this respect, a combination of
corpus- and dictionary-based knowledge may lead
to richer contextual representations of semantic
change.

4 Discussion

Section 3 experiments have shown that conversa-
tional agents such as GPT can provide informa-
tion about the meanings of certain words or con-
cepts and their evolution over time and across lan-
guages. However, to understand the mechanisms
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that generated these changes, a deeper analysis of
the sources providing evidence about them would
be needed.

Metzler et al. (2021) consider that although
state-of-the-art pre-trained language models are
able to generate prose in response to an informa-
tion need, they “do not have a true understanding
of the world, they are prone to hallucinating, and
crucially they are incapable of justifying their ut-
terances by referring to supporting documents in
the corpus they were trained over” (p. 2). In
contrast, the models of the future should be able
to leverage the “meta-information associated with
documents like provenance, authorship, authorita-
tiveness”, support “cross-lingual generalization”,
integrate new data through “online” or “incremen-
tal” learning, and provide answers with a degree
of detail close to those of a domain expert (pp. 2,
15, 16).

4.1 LLOD aggregation
Before considering the different types of knowl-
edge agents that may assist our task in the future,
we will get back to our example of diachronic
analysis. For instance, the uses and meanings of
the French word révolution in a certain country
would need to be informed by knowledge rep-
resentations combining corpora and dictionaries
to study the term occurrences in time and space
and compare them against existing attestation evi-
dence. Listing 1 shows an example of lexical entry
for révolution and its attestation that we created
using elements from the OntoLex-FrAC model
(Chiarcos et al., 2021, 2022).

Listing 1: OntoLex-FrAC modelling example
:rev-fr_le_1 a ontolex:LexicalEntry ;

ontolex:canonicalForm [
ontolex:writtenRep "révolution"@fr ];
ontolex:sense :rev-fr_s_1.

:rev-fr_s_1 a ontolex:LexicalSense;
frac:attestation [

a frac:Attestation;
frac_new:dictionary [

dc:source
<http://example.org/ortolang/révolution>;

dc:definition
"Mec. Mouvement circulaire...";

dc:date "1727"^^xsd:gYear ];
frac:corpus [

dc:source
<http://example.org/ark:70795/dqgfr3/
pages/17/articles/DTL612>;

dc:date "1789"^^xsd:gYear;
dc:title "L'art de conduire et regler
les pendules et les montres";
dc:publisher "A Luxembourg, Chez la Veuve
de J. B. Kleber, Imprimeur de Sa Majesté";
frac:quotation "La roue ...
fait une révolution par heure ...";
prov:agent [
a prov:Organization;
foaf:name

"National Library of Luxembourg";
];

];
];
frac:embedding [
a frac:FixedSizeVector;

dc:extent "100"^^xsd:int;
dc:description "word2vec";
rdf:value "[moyene, engrennat, tige ...]";

].

We propose an extension of this formalism to
include attestation both from dictionaries (provi-
sionally marked by frac_new:dictionary)
and corpora, by specifying as well the provenance
and method used to obtain the corpus-based ev-
idence. The dc:source identifies the dictionary
entry and the document containing the corpus ci-
tation, while the dc:date refers to the attestation of
the sense in the dictionary and the publication date
of the corpus document. Complementary informa-
tion may be added, such as title, publisher, author,
etymology and translation relations, degree of cer-
tainty, agent identification, etc. While not all these
categories of information can be available for the
processed sources (especially, those from ancient
times may be less complete or certain), this type
of structured aggregation may provide more con-
text and ground for possible inferences on the cir-
culation of knowledge and the meaning of a term
and its evolution across space, time, languages and
cultures.

4.2 Knowledge bots
Therefore, we imagine different forms of knowl-
edge agents, from bots that provide outlines and
connections between various themes, such as
ChatGPT, to specialised agents able to focus on
particular tasks and resources and return well doc-
umented responses. These responses can vary
from answers to general questions, recommenda-
tions for reading or relevant resources, to ded-
icated search and processing of target datasets,
code generation, and expert advice on a given
topic. Such agents may also be taught to produce
correct LLOD representations. This might lower
the entry barrier for data providers, since the con-
version can be automatised via GPT-like engines.
For consumers, it may also lower the entry barrier,
since it can help to explain turtle code in human
language. In either way, it is not a substitute for
having OntoLex/RDF data in the first place, but
a complementary technology. LLMs lack seman-
tic transparency and verifiability, and this is what
LLOD can provide.

While transparency, interoperability, connectiv-
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ity, unique identification, and ontological preci-
sion are chief assets of the Semantic Web tech-
nologies, the advances in AI-based unstructured
data processing and content generation would
probably imply changes in the way we create and
interact with structured data on the Web. From
this perspective, a series of questions should be
addressed, such as: (1) What forms of knowledge
agents can be foreseen to combine conversational
abilities in natural language with search, process-
ing and automatic generation of structured data in
formats such as RDF, OWL and LLOD? (2) What
is the role of the human agent and what types
of task, interaction scenarios and potential threats
can be envisaged within the human-bot interrela-
tions? (3) How may the current Semantic Web
formalisms evolve to accommodate these emerg-
ing modes of interaction and knowledge repre-
sentation? (4) What new forms of collaboration
between the LOD and NLP communities can be
imagined to underpin the development of a con-
versational and more “content-aware” Web? To
foster further discussion on these topics, we pro-
pose to create a shared repository of benchmarks
related to combined LLM and LLOD scenarios
within various use cases.

5 Conclusion and future work

We presented preliminary tests with language
and linked data models in multilingual diachronic
analysis. Taking into account the potential of
AI-based agents, able of human-like conversa-
tions, and of an emerging conversational Web, we
propose to create a benchmark repository shared
within the (L)LOD community for use cases that
combine conversational and linked data knowl-
edge paradigms.
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Appendix A. ChatGPT

a) User Chat GPT
What do you
know about
semantic
change?

Semantic change is the process by
which the meaning of a word or phrase
changes over time. [...]

Can you trace
the evolution
of the word
’révolution’
from 16 cen-
tury to now?

[...] 16th century: The French word
"révolution" first appeared to describe
the motion of celestial bodies. [...] 17th
century: The term began to be used
[...] to describe any significant or sud-
den change [...] 18th century: [...] The
term "révolution" came to be associated
with the idea of overthrowing a despotic
government or monarch [...]

Can you trace
the evolu-
tion of the
word " הכפהמ "
(mahapecha)
from its first
attestation to
now?

[...] The earliest known use of the term
" הכפהמ " appears in the Hebrew Bible
[...] the term refers to a sudden and dra-
matic reversal of fortunes [...]. In the
medieval period, the term [...] was used
to describe a military defeat or a nat-
ural disaster [...] During the late 19th
and early 20th centuries, [...] the term
[...] became associated with the idea of
a Jewish national revolution [...]

Can you trace
the evolution
of the word
"revoliucija"
in Lithuanian
[...]?

The Lithuanian word "revoliucija" first
appeared in written texts in the 19th
century, during the period of the Lithua-
nian National Revival [...] During the
early 20th century, "revoliucija" contin-
ued to be used to describe political up-
heavals [...]

What is the
equivalent
of the word
’revolution’ in
Latin?

The equivalent [...] in Latin is "revo-
lutio". It is derived from the verb "re-
volvere", which means "to roll back"
or "to turn over". In Latin, "revolu-
tio" was primarily used to describe the
cyclic movement of celestial bodies [...]

Is there
any equiv-
alent of the
word "επα-
νάσταση"
(epanástasi)
in Ancient
Greek?

The Ancient Greek word that is most
commonly used to refer to a "revolu-
tion" or "uprising" is "στάσις" (stasis).
The word [...] is used in several works
of Ancient Greek literature, including
Thucydides’ "History of the Pelopon-
nesian War" and Aristotle’s "Politics"
[...] to describe the internal conflicts
and power struggles [...]

b) User Chat GPT
[...] please
give me a
citation from
an earlier
period that
uses a related
term, such as
"revolte" or
"revolucion".

[...] "Si comme la revolucion du ciel,
qui jamais ne se peut arrester ne re-
poser, mais tous jours et toutes heures
va, porte et conduit toutes choses." -
Jean de Meun, Le Roman de la Rose,
1280-1290. This passage [...] uses the
term "revolucion" in the sense of a con-
tinuous and unceasing movement or cy-
cle [...]

Table 2: a) ChatGPT conversations 2, 6, 12 (11, 19,
28 March 2023). Semantic change over time and lan-
guage; b) ChatGPT conversation 4 (18 March 2023).
Citations

Appendix B. Word embeddings

Dataset Lan-
guage

Time
span

Size

LatinISE Latin 2nd c.
BCE -
20th c.
CE

ca.10 mil.
word to-
kens

Diorisis Ancient
Greek

8th c.
BCE - 5th
c. CE

10,206,421
word to-
kens

SLIEKKAS Old
Lithua-
nian

16th -
18th c.

10 texts,
350,000
words

BnL Open
Data

French 1690 -
1918
(mono-
graphs)

15,966
documents,
6,514,941
word to-
kens

Responsa Hebrew 11th -
21st c.

about 100
mil. word
tokens

Table 3: Core datasets

LatinISE SLIEKKAS BnL Open
Data

Responsa

450BCE-
1BCE:
civitas
(‘citizen-
ship’)

16th c.:
ponas (rich
person, title
’mister’; reli-
gious, ’lord’,
e.g., Jesus)

1690-1794:
révolution
(Mec.
motion
of a body
around an
axis)

11th-
16th c.:

הכפהמ (revo-
lution)
(religious
context,
’atheism’,
’repen-
tance’)

1CE-
450CE:
civitas
(‘city’)

18th c. ponas
(rich person;
independent
person, ’mas-
ter’)

1831-1866:
révolution
(Geom.
motion of
a figure
around an
axis)

16th c.:
הכפהמ (fre-

quency of
the word
declines)

451CE-
900CE:
civitas
(‘city’)

1867-1889:
révolution
(Geol.
natural
phenom-
ena)

17th-
19th c.:

הכפהמ (con-
text of
war and
tragedy)

1890-1918:
révolu-
tion (Pol.
Hist. great
political
change)

20th c.-
present:

הכפהמ (in-
dustrial,
medical,
ideological
revolution)

Table 4: Word embedding results. Excerpts
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https://www.sketchengine.eu/latinise-corpus/
https://figshare.com/articles/dataset/The_Diorisis_Ancient_Greek_Corpus/6187256
https://titus.fkidg1.uni-frankfurt.de/sliekkas/index.html
https://data.bnl.lu/data/historical-newspapers/
https://data.bnl.lu/data/historical-newspapers/
https://data.bnl.lu/data/historical-newspapers/
https://www.responsa.co.il/home.en-US.aspx



