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Anna B ączkowska×

×University of Gdansk
×anna.baczkowska@ug.edu.pl

Mariana Damova⋆

⋆Mozaika, Ltd.
⋆mariana.damova@mozajka.co
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Abstract
Using language models to detect or predict the
presence of language phenomena in the text has
become a mainstream research topic. With the
rise of generative models, experiments using
deep learning and transformer models trigger
intense interest. Aspects like precision of pre-
dictions, portability to other languages or phe-
nomena, scale have been central to the research
community. Discourse markers, as language
phenomena, perform important functions, such
as signposting, signalling, and rephrasing, by
facilitating discourse organization. Our paper
is about discourse markers detection, a complex
task as it pertains to a language phenomenon
manifested by expressions that can occur as
content words in some contexts and as dis-
course markers in others. We have adopted
language agnostic model trained in English to
predict the discourse marker presence in texts
in 8 other unseen by the model languages with
the goal to evaluate how well the model per-

forms in different structure and lexical prop-
erties languages. We report on the process of
evaluation and validation of the model’s perfor-
mance across European Portuguese, Hebrew,
German, Polish, Romanian, Bulgarian, Mace-
donian, and Lithuanian and about the results
of this validation. This research is a key step
towards multilingual language processing.

1 Introduction

Using language models to detect or predict the pres-
ence of language phenomena in the text has become
a mainstream research topic. The performance of
these models heavily depends on the quantity and
on the quality of the data used for training them.
Producing datasets of training data is a very time-
consuming and expensive process, requiring human
expertise. Deep learning models have been so far
built by training single languages one by one. This
requires the availability of training data in each lan-
guage of interest, and makes obtaining language
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models for multiple languages complicated, expen-
sive and virtually impossible for smaller or rare
languages. That is why research efforts have been
focusing on removing the need for manual prepara-
tion of training data by developing deep learning
architectures able to produce language models for
languages without training on them - language ag-
nostic models. Language agnostic models build
models based on training data in one language, and
then extrapolate them to other unknown for the
model languages. It is important to know how well
they perform and whether the quality of the predic-
tion results in unseen languages is good enough to
adopt and further develop these approaches and ar-
chitectures. This paper presents experiments with a
language-agnostic model in 8 languages, trained on
data in English, to detect the presence and absence
of discourse markers in unseen text and discusses
the process and the results of validating their perfor-
mance, demonstrating the good performance and
the viability of the model. In our case, the model
targets discourse markers, essential pointers for
the communicational setting and the speaker’s at-
titudes. They have particular roles in facilitating
discourse organization and providing text coher-
ence and cohesion between discourse segments.

The structure of the paper is as follows: Section
2 presents related work; Section 3 describes the
language-agnostic machine learning method that
has been adopted for the experiment; Section 4
gives an overview of the multilingual corpus used
in the experiment; Section 5 describes the experi-
ment, discusses the validation process and the per-
formance of the language-agnostic model; Section
6 concludes the paper.

2 Related work

Regarding NLP tasks, there have been advance-
ments in identifying and classifying discourse
markers. For instance, Zufferey (2004) describes
an experiment where discourse markers are de-
tected and assigned inferential semantic functions.
For the improvement of automatic methods for dis-
course markers detection and classification, shared
tasks such as DISRPT 2019 and 2021 editions
(Zeldes et al., 2019, 2021) and Discourse Rela-
tion Classification across RST (Mann and Thomp-
son, 1988), SDRT (Asher et al., 2003), and PDTB
(Prasad et al., 2008) have played a significant role.
Following CoNLL 2015 setting, Kurfali (2020) de-
veloped an experiment to determine the efficacy of

pre-trained language models in the task of shallow
discourse parsing (SDP) used to identify explicit
local discourse relations without resorting to tree/
graphs structures. The BERT-based model and
the Hugging’s face Transformer library were em-
ployed with the maximum sequence length 400 for
the first approach and 250 for the second. For the
test set, the author used PDTB. The model evalu-
ation was performed on top of the official results
of CoNLL 2015 (Xue et al., 2015) and 2016 (Xue
et al., 2016) shared tasks, and of (Knaebel et al.,
2019). Regarding connective identification, the
model accomplished an F1-score of 95.76%, simi-
lar to previous experiments. In the 2021 edition of
the DISRPT Shared Task, the system with the best
results was DisCoDisCo (Gessler et al., 2021) with
a Transformer-based neural classifier. This model
outperformed state-of-the-art scores from the 2019
DISRPT concerning connective detection with an
F1-score of 91.22%.

3 Language agnostic methods

Language-agnostic models have been developed to
allow cross-language analysis and language phe-
nomena detection without the need to process train-
ing data in each language manually. Such model
is La-BSE, which we have adopted for our experi-
ment, based on the amount of languages it is able
to cover and on its modeling architecture.

The Google’s language-agnostic BERT sentence
embedding (La-BSE) model supports 109 lan-
guages (Feng et al., 2020). The multilingual ar-
chitecture of BERT is adapted to produce language-
agnostic sentence embeddings for 109 languages.
La-BSE combines the masked-language model
(MLM) and translation language model (TLM) pre-
training with a translation ranking task using bi-
directional dual encoders. This method improves
the average bi-text retrieval accuracy and estab-
lishes new state-of-the-art on the bi-text retrieval.

4 Datasets

The multilingual datasets that have been part of the
experiment contain examples from nine languages
English, Lithuanian, Bulgarian, German, Mace-
donian, Romanian, Hebrew, Polish and European
Portuguese, compiled from the publicly available
TED Talk transcripts. It is an ongoing expansion of
TED-EHL parallel corpus LINDAT/CLARIN-LT
repository 1. In addition, we have produced a list

1http://hdl.handle.net/20.500.11821/34
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of multiword expressions (MWE) that can occur
as discourse markers in specific contexts and as
content expressions in others, where ambiguity is
tricky to capture. For example, the expression you
know in examples 1 and 3 below describes the con-
tent, whereas in example 2 it describes a discourse
marker.

1. By the way, just so you know

2. But you know, they have, after all, evolved in
a country without telephones,

3. you know what I mean.

Expressions of this nature are also I remember, I
mean, I think, you see, etc.

Other MWEs from the established discourse
markers list are lexicalized discourse markers that
are interpreted as such in any context. Such MWEs
are of course, for example, above all, in addition
and the like.

We have produced eight bilingual datasets with
aligned parallel texts in English and another lan-
guage, based on the occurrece of MWE potentially
describing a discourse marker in the sentence con-
text. The structure of English part of the the aligned
bilingual corpus is shown in table 1.

In the bilingual parallel corpus, another four
columns to the right of the last column of the data
for English contain the translations of the English
examples in the given language from the eight we
cover. So, we end up with a corpus of eight bilin-
gual parallel aligned corpora with an overall size
presented in table 2.

5 Experiment

The English dataset was used as a baseline. It is
composed of the union of all unique sentence con-
texts from all language pairs, and counts 44,209
sentence contexts. From them 4777 have been
manually annotated, and 1019 turned to be with a
discourse marker present (1) whereas 3758 - with-
out a discourse marker present (0). The English
dataset was split 80% for training and 20% for test-
ing. The training set is used to fine-tune the XLM-
RoBERTA Large model for the classification. The
test set is used to evaluate the performance on un-
seen samples to predict the presence or absence of
discourse markers in the training dataset.

The same training dataset was used to train with
the La-BSE language-agnostic method to generate
a model that has been consequently run through

all languages from the bilingual parallel corpus (cf.
table 2 described above). As a result, prediction
for the presence or absence of discourse markers in
each context for each language has been generated
and output in the table structure shown in table 3.
Note that the English example does not have a
value for presence or absence of a discourse marker
in the context (9) in table 3. This indicates that
the trained model in English has been run through
unseen examples in the other languages.

6 Validation

The validation of the results has had two stages. In
the first stage, the prediction results have been veri-
fied against the manual annotations. Table 4 shows
the evaluation for Bulgarian and Lithuanian with
considerably better prediction results for Lithua-
nian - 0.94 precision than for Bulgarian - 0.74 pre-
cision.

As a second step, human experts manually val-
idated the predictions of the language-agnostic
model. To provide the most accurate possible out-
look, we took the first 100 lines of each bilingual
file, ensuring that all selected examples differ.

Then, human experts had to evaluate whether the
prediction of the model was correct or not. The val-
idation has shown that the La-BSE method, trained
on English text, performs very well on unseen lan-
guages regardless of their family and on diverse
unseen texts. The results are shown in table 5
below with an average of 12 wrongly predicted
occurrences and 88% precision.

The reasons for the discrepancies in the correct
prediction rate are still to be analyzed. We predict
that they may be related to the texts themselves, the
human analysts’ expert judgement, and the struc-
ture of the language compared to the structure of
English.

7 Conclusion

This paper presented an experiment of applying a
language-agnostic machine learning method to a
multilingual corpus of 9 languages to verify how
well it would perform detecting discourse mark-
ers when trained in English. The two validation
methods with testing corpus and with human expert
assessment showed only a little discrepancy in the
analysis of the results. The human expert analysis
performed better than the automatic evaluation of
the testing corpus. The reasons for these discrep-
ancies are to be investigated in detail in our future
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Table 1: Structure of the English part of the corpus

MWE Sentence chunk Context Discourse
Marker Pres-
ence

I remember And I remembered that the old
and drunken guy destroying my
statistical significance of the test.
So I looked carefully at this guy.
He was 20-some years older than
anybody else in the sample.

And I remembered that the old
and drunken guy came one day
to the lab wanting to make some
easy cash

0

You know But you know, these stories, be-
cause he would have pulled the
mean of the group lower, giving
us even stronger statistical results
than we could. So we decided not
to throw the guy out and to rerun
the experiment.

But you know, these stories, and
lots of other experiments that
we’ve done on conflicts of inter-
est, basically kind of bring two
points

1

Table 2: Constituted multilingual datasets

language aligned sentences with MWE
English 43600

Macedonian-English 2846
German-English 15852

Lithuanian-English 4112
Bulgarian-English 19209

Portuguese-English 4398
Polish-English 17408

Romanian-English 18946
Hebrew-English 23566

Table 3: Example of model output

DM EN S Chunk EN DM
Pres-
ence
EN

text LANG LA-
BSE
pre-
dic-
tion

in fact In fact, she had aged a lotṪhe
woman who as a child had
skipped with him through fields
and broken his heart

9 Всъщност, доста беше оста-
ряла Жената, която като де-
те бе подскачала с него през
полята и бе разбила сърцето
му

1

work. This experiment proved that the language-
agnostic models’ performance is not affected sig-
nificantly by the structure of the language or other
lexical or grammatical peculiarities of the single

languages and gives a good prediction for the pres-
ence of discourse markers in texts in unseen by the
model languages.
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Table 4: Language-Agnostic Methods Results

Model Accuracy Precision Recall Specificity F1-Score MCC
La-BSE (BG) 0.7273 0.7403 0.7090 0.7459 0.7243 0.4551
La-BSE (LT) 0.8338 0.9412 0.8758 0.2877 0.9073 0.1228

Table 5: Human validation results

Language Number of Wrong Predictions Total Number of Examples Precision ratio
BG 10 100 0,90
MK 19 100 0,81
EN 16 100 0,84
HE 5 100 0,95
PT 20 100 0,80
DE 17 100 0,83
PL 10 100 0,90
LT 12 100 0,88
RO 1 100 0,99
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