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Abstract

Detection of misinformation on social media
requires human-annotated datasets to achieve
truthful results. However, the annotation pro-
cess is time-consuming due to the difficulty
of labeling the veracity of the claims. Fur-
thermore, most of the annotated misinforma-
tion detection datasets in the social media do-
main predominantly reside in English. To over-
come this problem, we investigate the perfor-
mance of cross-lingual transfer learning for
misinformation detection across various lan-
guages, including, Arabic, Chinese, Turkish,
and Polish. For this purpose, we analyze three
different experimental setups on multilingual
pre-trained language models in five natural lan-
guages (English, Arabic, Chinese, Turkish, and
Polish). The results show that the multi-lingual
mDeBERTa model can be applicable with fine-
tuning in a widely-used language, i.e., English,
and tested on a low-resource Turkish language
with a successful recovery ratio, i.e., the metric
shows the percentage of the recovered baseline
score. For each model, we observe higher and
more robust transfer ability between Polish and
Arabic. Furthermore, it is possible to claim that
contextual similarities outweigh language sim-
ilarities, due to unsuccessful transfer learning
ability between the English-Polish language
pair.

1 Introduction

With the extensive use of social media, assessing
the credibility of news has become a demanding
task as the community is exposed to a substantial
amount of information. Moreover, with the suc-
cess of transformer-based auto-regressive models,
it becomes challenging for a human reader to deter-
mine the reliability of the source of news (Hsu and
Thompson, 2023). To overcome this issue, large
language models (LLMs) become more popular
to determine the veracity of a given news article

†These authors contributed equally to this work

(Kaliyar et al., 2021). However, it is challenging
to develop a robust task-dependent LLM in low-
resource languages due to the limitations of the
training corpus. In this work, we will conduct
detailed experiments to observe the cross-lingual
transfer learning in the misinformation detection
domain across various languages. Our study pro-
vides insight into which natural languages can be
adapted to others, where the target domain limits
the availability of an organized dataset.

Constructing a misinformation detection dataset
is a challenging task as it requires human experts
in the corresponding domain to annotate the dis-
puted news (Shu et al., 2017a). Therefore, our
experimental procedure employs multilingual pre-
trained models to explore the transfer abilities of
natural languages. The motivation of this study is
to show how state-of-the-art approaches perform
in low-resource languages when the source data is
a widely-spoken language, i.e., English. Thus, we
discuss the ways to choose a source language for a
target language when the target language is limited
in resources1.

Misinformation detection can be performed on
both noisy social media posts (Shu et al., 2017b)
and well-written news articles (Wang, 2017). A
common approach is training a classifier for a
human-annotated dataset and predicting the verac-
ity classes on a test collection. However, if a natural
language has limited sources, the implementation
and up-to-dateness of the proposed methods turn
out to be an issue for that language.

1.1 Research Questions
To combat misinformation when there is a data lim-
itation problem, we answer the following research
questions:

1During this study, we use the “low-resource language”
term for the misinformation detection task. Although a lan-
guage has limited resources in the misinformation detection
task, it can be high-resourced for other natural language pro-
cessing problems.
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Table 1: The available annotated misinformation detection datasets in English, Arabic, Chinese, Turkish, and
Polish languages. The referenced datasets are composed of social media (Twitter or Weibo) texts. (∗) Note that the
table is not totally comprehensive. In other words, there may be some datasets that have been overlooked, especially
in English.

Language No. Available Datasets∗

English 17

(Kochkina et al., 2018), (Ma et al., 2016), (Derczynski et al., 2017), (Ma et al.,
2017), (Shu et al., 2020), (Gorrell et al., 2019), (Nguyen et al., 2019), (Nguyen
and Yu, 2021), (Dai et al., 2020), (Cui and Lee, 2020), (Dharawat et al., 2022) ,
(Li et al., 2020), (Patwa et al., 2021), (Alam et al., 2021), (Cheng et al., 2021),
(Dadkhah et al., 2023), (Toraman et al., 2022a)

Arabic 3 (Haouari et al., 2020), (Alam et al., 2021), (Hadj Ameur and Aliane, 2021)
Chinese 1 (Yang et al., 2021)
Turkish 1 (Toraman et al., 2022a)

Polish 1 (Jarynowski, 2020)

RQ-1: Can we use widely-spoken high-
resource language, such as English, as a
source language in misinformation for low-
resource target languages?

RQ-2: Which low-resource source language
can be a better candidate for a high-resource
target language in terms of transfer ability of
misinformation detection task among the pairs
of English, Chinese, Arabic, Turkish, and Pol-
ish?

1.2 Contributions
There are several studies conducted, including but
not limited to cross-lingual data on fake news de-
tection task (Arif et al., 2022; Du et al., 2021; Chu
et al., 2021). However, there are a very few misin-
formation detection studies involving low-resource
languages, such as Turkish (Toraman et al., 2022a)
and Polish (Jarynowski, 2020). To the best of our
knowledge, our study is the first to investigate the
transfer ability across aforementioned languages
in misinformation detection. Our contributions are
the following:

• This is the first misinformation detection study
that explores the transfer ability including
Turkish and Polish languages.

• Our investigation aims to determine the most
effective multilingual model for effectively
transferring the task of misinformation detec-
tion across different languages.

The rest of the paper is organized as follows, in
Section 2, we briefly introduce previous studies
conducted in the area of misinformation detection
and cross-lingual transfer learning. In Section 3, we

formulate our problem in detail. Our approach to
investigating the transfer ability of misinformation
detection in various languages is given in Section
4. Section 5 describes the datasets we use in our
experiments. In Section 6, we describe the experi-
mental setup and then provide the results we obtain
in Section 7. We discuss the experimental results in
Section 8. Next, we provide limitations and ethical
considerations in Section 9. Finally, Section 10
concludes the paper.

2 Related Work

We review previous works in terms of datasets, mis-
information detection, and cross-lingual transfer
learning studies.

2.1 Datasets

Table 1 summarises the incomplete list of datasets
that can be used for misinformation detection in
various domains, e.g., politics (Kochkina et al.,
2018), public health (Cui and Lee, 2020), and so
on. All of these datasets consist of social media
posts, which resemble an informal way of present-
ing information. From Table 1, we observe that
English covers the majority of the studies in the
misinformation/disinformation area; hence, we de-
cided to acknowledge English as a high-resource
language as opposed to others (Arabic (Haouari
et al., 2020), Chinese (Yang et al., 2021), Turkish
(Toraman et al., 2022a), and Polish (Jarynowski,
2020)). Note that we also accept Arabic as a high-
resource language for this study since there is more
than one misinformation detection dataset in the
Arabic language.
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2.2 Misinformation Detection

Misinformation detection has become an impor-
tant task, due to the ease of reaching and sharing
content with the popularity of social media. There
are different approaches to solving this detection
problem. For instance, Helmstetter and Paulheim
(2018) propose an ensemble method to predict fake
news in a weakly supervised manner. Their en-
semble model includes both traditional machine
learning approaches like SVM (Vapnik, 1999), and
Naive Bayes. De et al. (2021) utilize a transformer-
based model, using BERT (Devlin et al., 2018) as
the backbone, for multilingual fake news detec-
tion. Their dataset consists of news articles col-
lected from various news websites with translated
versions to low-resource languages such as Viet-
namese. Monti et al. (2019) use a geometric deep-
learning method to identify fake news in a dataset
collected from Twitter, a widely-used social media
platform. Graph neural networks are employed to
distinguish fake news (Meyers et al., 2020). Social
contexts are also used as a supportive feature for
news content in a transformer-based architecture
(Raza and Ding, 2022).

2.3 Cross-lingual Transfer Learning

Limited resources in some languages for a specific
task, such as misinformation detection, require the
emergence of cross-lingual studies. Probabilistic
methods for cross-lingual information retrieval are
investigated (Nie et al., 1999; Xu et al., 2001). A
recurrent neural network-based approach is utilized
to investigate multilingual analysis for limited data
(Can et al., 2018). Moreover, Sun et al. (2021)
employ a multilingual response generation layer
and a cross-lingual knowledge retrieval layer to
handle the language barrier in the context of the
conversation. Besides, studies based on transfer
learning in terms of few-shot learning are carried
out to overcome the limited data problem (Hardalov
et al., 2022).

Some studies utilize additional extracted features
from external multi-lingual sources. Wen et al.
(2018) utilizes an approach for rumor verification,
employing multimedia content and external infor-
mation in other news platforms. They achieve good
performance with the use of extracted features. De-
mentieva and Panchenko (2021) propose a feature
called "cross-lingual evidence" to be utilized in
fake news identification. This feature is based on
the idea "if a news is true, the facts mentioned in

different languages should be identical". They re-
port that the state-of-art models that use this feature
perform better than their default versions. (Ham-
mouchi and Ghogho, 2022) propose a framework
for fake news detection employing external pieces
of evidence searched by the web to verify the ve-
racity of the news in multilingual datasets.

3 Problem Formulation

Suppose we have a misinformation dataset in tar-
get language FT = {(NT

i , L
T
i )}

|FT |
i with |FT |

microblog-veracity pairs, where for all i, NT
i refers

to a tweet with veracity label LT
i . The veracity, LT

i ,
represents whether a microblog includes true in-
formation or false information as a binary variable
(Eq. 1).

LT
i =

{
1 if NT

i includes true claim
0 if NT

i includes false claim
(1)

We also have a collection of social media
datasets, CS , in other source languages:

CS : [F1 = {(N1
i , L

1
i )}

|F1|
i , . . . , Fz = {(Nz

i , L
z
i )}

|Fz |
i ]|CS |

γ

(2)

In Eq. 2, |CS | refers to the number of available
misinformation detection datasets in other source
languages we accessed, and each F refers to a
dataset in other source languages. Each dataset,
similar to the FT consists of microblog-veracity
pairs. γ is used for indexing the datasets in the C
collection.

We will have a multilingual model set, H =

{{h(N)}|CS |+1
m }Kk which has K × (|CS |+ 1) pre-

trained models. Each h(N) represents a multilin-
gual language model focusing on one of the source
languages or the target language while using a pre-
trained multilingual model, e.g., mBERT (Devlin
et al., 2018). For the target language and other
languages, there are |CS | + 1 models (There are
|CS | source languages and 1 target language.), and
for each of them there are K different multilingual
model architecture, i.e. K = 3 for mBERT (Devlin
et al., 2018), XLM-R (Conneau et al., 2019), and
mDeBERTa (He et al., 2020). For the FT and CSγ

for all γ, H = {h(N)}|CS |+1
m will be fine-tuned us-

ing aforementioned pre-trained multilingual mod-
els in source languages which is the language used
in FM during the fine-tuning of the hm.

Given FT , CS , and H , we want to find cross-
lingual transfer ability on misinformation detection
in the target language. To find this transfer ability,
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Figure 1: The illustration of our experimental methodol-
ogy. (Setup-1) shows when a model is trained and tested
in the same language for a specific task. (Setup-2) in-
dicates when the language is crossed, i.e., training on
a widely-used high-resource language (i.e., English or
Arabic) and tested on low-resource languages. (Setup-3)
simply represents when the model is trained and tested
on low-resource, and high-resource languages, respec-
tively.

first, we will evaluate ht on FT , the target dataset,
e.g., CHECKED (Yang et al., 2021) if the target lan-
guage is Chinese and achieve an F1 score, F1Target.
Then, we will repeat the same evaluation for all hγ ,
where hγ ̸= ht on FT and achieve a separate F1
score F1γ , where ht′ is fine-tuned using CSγ . To
evaluate the transfer ability of a language model,
we employ relative zero-shot transfer ability (Turc
et al., 2021) and call it “recovery ratio” following
the study (Toraman et al., 2022b). We use the re-
covery ratio between the target language and the
remaining languages from the CS collection. The
recovery ratio is formulated as in Eq. 3.

Recovery Ratioγ =
F1γ

F1Target
(3)

Finally, we will use these Recovery Ratioγ
scores to compare and analyze the transfer learning
ability of each source language in CS to a target
language.

4 Method

We investigate the transfer learning ability across
five different languages, namely English, Chinese,
Arabic, Turkish, and Polish. Particularly, we con-

duct analysis on a single NLP task, namely, mis-
information detection. In order to find which lan-
guage is a better choice when language transfer
is required, we fine-tune pre-trained multilingual
mBERT (Devlin et al., 2018), XLM-R (Conneau
et al., 2019) and mDeBERTa (He et al., 2020) mod-
els in source languages, and predict the truthfulness
of tweets (True or False) in a target language. The
performance of the language transfer ability is eval-
uated on models via recovery ratio over baselines,
where the baselines are the models fine-tuned and
tested on the same language. In other words, we
assume that the best performance occurs when the
source and target language are the same. Thus, we
use the baseline score as the denominator in Eq. 3.

We provide an illustration (see Figure 1), to ex-
plain our methodology for the experimental proce-
dure. When a multilingual model is fine-tuned and
tested in the same language, it yields promising
results. However, for low-resource languages, such
as Turkish, there are a few available data collec-
tions for specific problems, e.g., misinformation
detection. This motivates cross-language studies to
explore which widely spoken language can fit into
a language if there is a lack of data collection in
that language.

This methodology provides us an opportunity
to empirically find the ability to transfer informa-
tion from a high-resource source language to a
low-resource target language while giving some
valuable insights about hidden transfer mechanisms
such as geopolitical influence on a language, shared
vocabulary between languages, the impact of an al-
phabet on a language, and contextual similarities
regardless of language differences.

5 Dataset

In this study, we use the English and Turk-
ish microblogs from the splits of the MiDe-22
dataset (Toraman et al., 2022a), Chinese from
the CHECKED dataset (Yang et al., 2021), Ara-
bic from the AraCOVID19-MFH dataset (Hadj
Ameur and Aliane, 2021) and Polish from An-
drzej’s dataset (Jarynowski, 2020). MiDe-22 is a
tweet collection of misinformation domains, includ-
ing various topics such as the Russo-Ukraine War,
COVID-19, refugees, and so on, while CHECKED,
AraCOVID19-MFH and Andrzej’s only contain
microblogs about COVID-19. For all datasets, we
only use the true and false labeled social media
posts in our experiments. The main statistics of the
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Table 2: The main statistics of the datasets used in this study. The values are microblog counts for True labeled and
False labeled microblogs.

Languages English ( ) Chinese ( ) Arabic ( ) Turkish ( ) Polish ( )
Datasets MiDe-22 CHECKED AraCOVID19-MFH MiDe-22 Andrzej’s
Splits Train Test Train Test Train Test Train Test Train Test
True 576 151 1,408 352 320 80 533 136 377 95
False 1,381 348 276 68 1,609 402 1,379 353 84 21
Total 1,957 499 1,684 420 1,929 482 1,912 489 461 116

datasets used in this study are given in Table 2.

6 Experimental Approach

In this study, we first define three experimental
procedures. Then we utilize different multilingual
pre-trained language models. We provide the de-
tails in the following sections.

6.1 Experimental Procedure
The experimental procedure consists of three types
of setup (see Figure 1):

Setup-1 : When a model is trained and tested in
the same language. (e.g., English → English)

Setup-2 : When a model is trained on a widely-
used source language and tested on a low-
resource language. (e.g., English → Turkish)

Setup-3 : When a model is trained on a low-
resource source language and tested on high-
resource languages. (e.g., Polish → Arabic)

In order to obtain a reference point for the re-
covery ratio metric, we construct “Setup-1”. We
assume that if a language model is trained and
tested on the same language, its score is the max-
imum reference point to be achieved. Then, we
implement “Setup-2” to answer RQ-1. Next, we
use “Setup-3” for RQ-2. In order to investigate
the better source language candidate, and transfer
ability across languages, we evaluate recovery ratio
metrics by employing the results of “Setup-1”.

6.2 Language Models
We utilize three different multilingual pre-trained
language models. The motivation behind choosing
multilingual models is to have language knowledge
of our studied languages in the pretraining corpus
of these models. Thus, we can observe whether
a specific task (in this study, the task is misinfor-
mation detection) can be learned via these models.
The models are the following:

mBERT: BERT (Devlin et al., 2018) (Bidirec-
tional Encoder Representations from Transform-
ers) architecture serves as the foundation for the
multilingual model known as mBERT. BERT was
trained using Wikipedia and the Book Corpus
dataset, which includes more than 10,000 books
of various genres. To learn embedded represen-
tations of texts in many languages, this model is
trained in a broad range of languages. mBERT
can be used to process texts in several languages
and for tasks like classification and translation
because it supports multiple languages.

XLM-R: Cross-lingual Language Model -
RoBERTa is what the acronym XLM-R (Con-
neau et al., 2019) stands for. A sizable pre-
training dataset that included numerous huge,
multilingual texts were used to train this model.
Indeed, 100 languages from 2.5TB of filtered
CommonCrawl data were used as its pre-training
material. In order to learn embedded represen-
tations of multilingual texts, XLM-R employs
an unsupervised learning technique. This makes
it possible to identify semantic connections and
commonalities across several languages.

mDeBERTa: Multilingual Decoding-enhanced
BERT with Disentangled Attention is referred
to as mDeBERTa (He et al., 2020). This model
improves the BERT and RoBERTa (Zhuang et al.,
2021) models using disentangled attention and
enhanced mask decoder.

6.3 Experimental Setup

During the experiments, we use Hugging Face
(Wolf et al., 2020) library to fine-tune Transformer-
based language models. We choose learning rate
5e-5, batch size 16, the number of epochs 10, and
maximum sequence length 128, following the study
(Toraman et al., 2022a). During the training of the
models, we employ an NVIDIA RTX A400. We
use stratified five-fold cross-validation where the
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Table 3: Experimental results of Setup-1. Column notations for metrics: precision (P), recall (R), and weighted F1
score (F1). Five-fold average precision, recall, and weighted F1 scores are reported.

Models mBERT XLM-R mDeBERTa
Datasets/Metrics P R F1 P R F1 P R F1

MiDe-22-EN 0.879 0.880 0.879 0.724 0.806 0.758 0.884 0.881 0.882
AraCOVID19-MFH 0.998 0.998 0.998 0.997 0.997 0.997 0.997 0.997 0.997

CHECKED 0.991 0.991 0.991 0.996 0.996 0.996 0.996 0.996 0.996
MiDe-22-TR 0.894 0.895 0.894 0.885 0.886 0.885 0.902 0.901 0.901

Andrzej’s 0.771 0.790 0.771 0.809 0.834 0.794 0.770 0.820 0.787

statistics of train and test splits are given in Table
2.

7 Experimental Results

We report the results obtained for Setup-1 in Ta-
ble 3. Out of three multilingual language models,
mDeBERTa produces higher F1 scores in English,
Chinese, and Turkish datasets. On the other hand,
mBERT performs better in Arabic, and XLM-R
does it in the Polish language. The results are very
high for Chinese and Arabic, with around 99% F1
scores. This is possible because these datasets are
specifically on one topic, i.e., COVID-19. How-
ever, the Polish dataset is also in the COVID-19
domain but the models perform lower in Polish
when compared to Chinese and Arabic. We may
claim that Chinese and Arabic datasets are easier
to detect misinformation possibly having biased
patterns in texts.

From Table 4, we observe gray-highlighted cells,
which are the average of weighted F1 scores on
five-fold splits when source and target language
are the same, i.e., Setup-1. For RQ-2, it can be
seen that the mBERT model produces the highest
score when it is trained in Arabic (a well-resourced
language) and tested in Polish (a low-resource
language) with a 95% recovery ratio. Similarly,
the mDeBERTa achieves the highest score for the
Arabic-Polish pair. For RQ-3, the XLM-R model
produces the highest recovery ratio, 95%, with the
Turkish-English pair. The rest of the experimental
results are given in Section 4.

8 Discussion

In our studies, we use five languages from four
different language families: Altaic (Turkish), Euro-
pean (English and Polish), Zhou (Chinese), and
Sámi (Arabic). This separation gives us a fair
ground for our experiments. In Table 4, we ob-
serve that the transfer ability from English to Turk-

ish is higher than in any other source language.
On average, we achieve an 84% recovery ratio
for this transformation which suggest that English
can be used as a source language for the Turkish
language in a task-oriented setting, (RQ1). How-
ever, the transformation from English (as a high-
resource language) to other low-resource languages
except Turkish is not successful, and we arguably
claim that this difference is due to contextual dif-
ferences between the datasets used for the study
where the datasets used for English and Turkish
languages combined similar topics from the Russo-
Ukraine War, COVID-19, refugees, etc., while oth-
ers only focus on COVID-19, (RQ1). Moreover,
even though Polish and English are in the same
language family, the transfer performance between
these two languages is low compared to some other
pairs that contain Polish and English as either the
target or the source. The reason behind these rela-
tively lower scores between Polish and English can
be due to the context of the data which supports
our previous claim.

On the other hand, relatively lower results can be
observed in the transfer ability of Arabic and Turk-
ish, even though there are a lot of borrowed words.
Another observation is the good transfer ability of
Arabic to Chinese and vice versa. Since the Ara-
bic and Chinese datasets both contain social media
posts only about COVID-19, the performances of
all models are better when these two languages are
used as the source and the target languages. This
also clearly shows that the domain of the data is
essential and has an impact on the performance.
This claim can be supported by the transfer ability
performance from the Turkish language to the En-
glish language, where this transformation achieved
an 88.3% recovery ratio on average of three mod-
els by utilizing similar misinformation domains.
To conclude, if the domain of the data is similar,
any low-resource language can be used as a source
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Table 4: The results of cross-lingual fake news experiments (Setup-2 and Setup-3). Gray-highlighted cells are
the weighted average of F1 scores in the same source and target languages retrieved from Table 3. The other cells
represent the column-based recovery scores corresponding to the given source language. The best recovery ratios
are given in bold for each target language. The recovery scores are computed specifically for the models, i.e., the
denominator is the gray-highlighted cell in the column of a model. For instance, the F1 score is 0.879 when the
source and target are English (see Table 3); also, when the source is Chinese and the target is English the F1 score is
0.519. Thus, the recovery ratio (Eq. 3) of Chinese→English is 0.519

0.879 = 59%. The results are used to answer RQ-1
and RQ-2.

Model Source/Target English Chinese Arabic Turkish Polish

mBERT

English 0.879 13% 17% 82% 38%
Chinese 59% 0.991 20% 59% 48%
Arabic 25% 75% 0.998 42% 95%
Turkish 80% 68% 24% 0.894 40%
Polish 40% 80% 77% 43% 0.771

XLM-R

English 0.758 16% 9% 80% 23%
Chinese 77% 0.996 7% 68% 15%
Arabic 25% 79% 0.997 30% 92%
Turkish 95% 46% 10% 0.885 36%
Polish 49% 78% 77% 43% 0.794

mDeBERTa

English 0.882 55% 39% 90% 49%
Chinese 67% 0.996 12% 68% 20%
Arabic 31% 82% 0.997 41% 93%
Turkish 90% 70% 38% 0.901 59%
Polish 38% 81% 86% 39% 0.787

language for a high-resource target language, e.g.,
English and Arabic in our study. For example, Pol-
ish can be used as a source language for Arabic,
and Turkish can be used as a source language for
English, (RQ2).

We conclude that multilingual Transformer-
based models, e.g., mDeBERTa, performs well
even if the source language is different from the tar-
get language. These promising results show that a
multilingual model can be used for a low-resource
language, although the target language is not avail-
able in terms of training resources.

9 Limitations and Ethical Consideration

In this section, we discuss the limitations and chal-
lenges encountered in our study, including the
scarcity of non-English misinformation detection
datasets, the binary labeling approach, and the dif-
ficulties associated with using microblog text from
social media platforms.

9.1 Datasets
Due to the limited availability of non-English mis-
information detection social media datasets, we
had to combine multiple datasets focusing on dif-
ferent topics and collected at different time peri-

ods. This diversity in the datasets could potentially
introduce bias into our research. Ideally, a multi-
lingual dataset collected during the same time pe-
riod and on the same topic would be preferable for
observing the transfer ability between languages.
However, due to the limitations of misinformation
detection datasets in low-resource languages, we
were unable to create such a setup.

9.2 Labels

The datasets we utilized have binary labels in terms
of veracity. While this approach provides a sim-
ple and straightforward way to label data, it may
oversimplify the complexity of misinformation and
disinformation. Binary labels do not account for
different levels of reliability and accuracy. Fur-
thermore, they may fail to capture cultural and so-
ciopolitical variations, thereby limiting the model’s
ability to generalize well to different contexts.

9.3 Usage of Microblog Text

Texts obtained from social media platforms can be
noisy and contain a mixture of multiple languages
within a single text. Additionally, the quality of
these texts can be low. These factors can pose chal-
lenges to language transfer ability and can decrease
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the accuracy of misinformation/disinformation de-
tection. Moreover, inherent biases present in social
media platforms can also influence the model and
introduce bias into its predictions.

9.4 Ethical Consideration and Possible Use
Cases

This paper acknowledges and addresses several eth-
ical considerations inherent in the research and de-
velopment of fake news detection. Privacy and data
protection are of utmost importance, and user data
and personal information are treated with strict con-
fidentiality throughout the research process. More-
over, we acknowledge broader societal impacts of
misinformation detection such as the potential for
censorship, and the effects of trust on social media.

We also anticipate that the experimental setup
investigated throughout the paper can be used for
other NLP problems. The transfer learning ability
across multiple languages in other problems, e.g.,
rumor or stance detection and emotion recognition
(Küçük and Can, 2020), need to be studied for
further possibilities.

10 Conclusion

In order to observe cross-lingual few-shot transfer
skills between languages, we carried out a number
of experiments. For this purpose, multiple lan-
guages were used in a cross-lingual transfer learn-
ing structure employing multilingual pre-trained
models. In this way, we provide a comparative
examination of the performance of state-of-the-
art methods for the misinformation detection task.
We believe that this study will help future NLP re-
searchers who plan to use the low-source language
datasets in their cross-lingual study by giving them
insight.

We observe that English can be used as a source
language for the Turkish language depending on
the dataset domain. Our most important observa-
tion is the context of the data is essential and we
observe relatively better results for the transfer abil-
ities between languages whose datasets are in the
same domain. In future work, we will include other
languages, such as Czech and Finnish, to observe
the effects of agglutinative patterns of those lan-
guages between Turkish. We also plan to improve
our study into several social media platforms, such
as Facebook posts and Instagram content to investi-
gate the effect of the social media domain on the
datasets.
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