
1 Introduction and Background

Research in empirical historical semantics requires
access to various sources, from dictionaries and lex-
icons to encyclopedic information and diachronic
texts. While several scholars have recognized the
corpus-based nature of diachronic semantics, par-
ticularly for corpus languages like Latin (Pinkster,
1991; Geeraerts et al., 2012), quantitative corpus-
based studies are yet to pervade historical seman-
tics research. A critical barrier to this is that corpus
and lexical resources for historical languages tend
to exist in data siloes. While significant progress
on linking lexical resources, tools, and corpora at
the level of lemmas has been made (cf. Passarotti
et al. (2020) for Latin), linking at the level of word
senses is still missing.

Given the remarkable work done in the design
of linked data models for language data (Khan
et al., 2022), some studies such as Armaselu et al.
(2022) have already advocated for integrating cor-
pus approaches with Linked Open Data technolo-
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gies to study lexical semantic change, i.e., the phe-
nomenon concerned with the change in the mean-
ing of words over time. One crucial strategy for 
representing the results of research into language 
change as linked data is by modeling and publish-
ing them as knowledge bases using a lexicon-based 
model, usually OntoLex-Lemon and its various ex-
tensions. This includes the soon-to-be-published 
Frequency Attestations and Corpus (FrAC) module, 
which proposes a new series of classes and proper-
ties for linking elements of a lexicon with corpora 
(Chiarcos et al., 2022). Previous work in this area 
includes a proposal to modify the core organizing 
principles of wordnets in order to represent seman-
tic shift phenomena (Khan et al., 2023), as well 
as work on the representation of etymologies as 
Resource Description Framework (RDF) graphs 
using OntoLex-Lemon (Khan, 2018) and the inte-
gration of temporal information into linguistically 
linked datasets via a so-called four-dimensionalist 
approach (Khan, 2020).

Integrating lexical resources and semantically-
annotated corpus data at scale would allow us to 
gather corpus data on sense distribution informa-
tion, essential for fully implementing the quan-
titative turn in historical semantics (McGillivray 
and Jenset, 2023). This integration, however, re-
quires efficient handling of large datasets. An op-
portunity to combine the efficient storage, man-
agement, and retrieval of data offered by Data 
Base Management Systems (DBMSs) with the sup-
port for formal reasoning offered by Knowledge 
Bases (KBs) comes from the recent development 
of Graph Databases. Graph DBMS are intrin-
sically designed to store schemaless data, mak-
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ing them suitable to dynamic systems in which 
merging information is relevant. Unlike traditional 
DBMSs such as relational (Kriegel et al., 2003) or 
object-oriented (Bertino and Martino, 1991) ones, 
Graph DBMS lack predefined structures. Neo4j 1 

is among the most common graph DBMSs. The 
Graph-BRAIN2 technology (Ferilli and Redavid, 
2020) provides intelligent information retrieval 
function-alities on a graph database. Its interface 
provides end users with access to data employing 
schema definitions. Schemes (available in terms of 
classes, relationships, and attributes) coordinate 
how data is presented in the interface. In Basile et 
al. (2022), we proposed the Linguistic Knowledge 
Graph, a model based on graph DBMSs. The 
Linguistic Knowledge Graph models relations 
between con-cepts and words, information about 
word occur-rences in corpora, and diachronic 
information on both concepts and words. In 
McGillivray et al.(2023), we show an application 
of this model to the lexical-semantic analysis of 
Latin data.

Our choice to focus on Latin is motivated by 
several factors. First, Latin has one of the longest 
recorded histories of any human language, mak-
ing it naturally suitable for quantitative studies 
(Pinkster, 1991); this, in turn, allows for corpus-
driven analyses of semantic change processes over 
long periods. Second, this language has a partic-
ularly favourable position among historical lan-
guages: there is a high availability of extensive 
Latin corpora in digital form (some of which have 
been linked to language resources at the level of 
word lemmas in the context of the LiLa project 3) 
and of computational language resources such as 
Latin WordNet (Minozzi, 2017) and digitized dic-
tionaries such as the Lewis & Short Latin dictionary4.

Focusing on the development of the Latin lan-
guage, in this paper we expand the range of 
Latin language resources included in the Linguis-
tic Knowledge Graph for the study of lexical se-
mantic change in Latin.5 Our contributions in-
clude: (i) the ingestion of Latin WordNet into 
the Linguistic Knowledge Graph; (ii) a new cu-
rated linking between existing resources for Latin, 
namely Latin WordNet (Minozzi, 2017; Biagetti

1https://neo4j.com/
2http://193.204.187.73:8088/GraphBRAIN/ 
3https://lila-erc.eu/ 
4https://lila-erc.eu/data/

lexicalResources/LewisShort/Lexicon
5Our code and data are available at https://github.

com/linguisticGraph/latin-graph

et al., 2021) and the SemEval 2020 Task 1 Latin
dataset (McGillivray, 2021), a sense-annotated por-
tion of the LatinISE diachronic corpus of Latin
(McGillivray et al., 2022);6 (iii) the integration of
external contextual information (Wikidata) about
the occupations of Latin authors. The term ‘oc-
cupation’ is here used in a broad sense, to refer
to various types of political, cultural and societal
profiles that identify authors in Wikidata. These
could be e.g., priests, philosophers, historians, ha-
giographers, among others.

2 Resources

2.1 Dataset

LatinISE contains approximately 10 million word
tokens from texts dating from the fifth cen-
tury BCE to the contemporary era; it has been
semi-automatically lemmatized and part-of-speech
tagged. The corpus includes metadata fields indi-
cating text identifier, author, title, dates, century,
genre, URL of the source, and book title/number
and character names (for plays). The semantically
annotated dataset we use here was created as part of
the SemEval shared task on Unsupervised Lexical
Semantic Change Detection (Schlechtweg et al.,
2020) and will be henceforth referred to as the
SemEval Latin dataset. It contains in-context anno-
tations for 40 Latin lemmas, 20 of which are known
to have changed their meaning concerning Chris-
tianity (for example, beatus, which shifted its mean-
ing from ‘fortunate’ to ‘blessed’), and 20 are known
not to have changed their meaning between the
BCE era and the CE era. For each of these lemmas,
60 sentences were annotated, of which 30 were
randomly extracted from BCE texts and 30 from
CE texts. The annotation was conducted following
a variation of the DuReL framework (Schlechtweg
et al., 2018) described in Schlechtweg et al. (2020):
the degree by which a usage instance of a tar-
get word is related to each of its possible dictio-
nary definitions was annotated using a four-point
scale (Unrelated, Distantly Related, Closely Re-
lated, and Identical). The definitions were drawn
from the Logeion online dictionary (https://
logeion.uchicago.edu/), which contains
Lewis and Short’s Latin-English Lexicon (1879)
(Lewis and Short, 1879), Lewis’ Elementary Latin
Dictionary (1890) (Lewis, 1890), and the dictionary
by Du Fresne Du Cange et al. (1883-1887). The de-

6Openly available at https://lindat.mff.cuni.
cz/repository/xmlui/handle/11234/1-2506.
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tails of the annotation are described in McGillivray
et al. (2022).

2.2 Curated Linking
We manually linked each word sense of the Se-
mEval Latin dataset to one or more WordNet
synsets. We started with the dataset provided by the
LiLa project (Franzini et al., 2019), which contains
a sample of 10,314 lemmas from Latin WordNet
(LWN) (Minozzi, 2017; Biagetti et al., 2021). The
LiLa team verified and corrected, where necessary,
the synsets associated with each lemma of the sam-
ple and linked them to version 3.0 of Princeton
WordNet (PWN) (Fellbaum, 1998; Miller, 1992).
However, as the LiLa dataset only covers 22 of the
40 lemmas in our dataset, we used LWN as a refer-
ence for the remaining 18 lemmas. We converted
the synset codes 1.6 used by LWN to version 3.0
of PWN for consistency.

The senses assigned to the target words in the
SemEval Latin dataset often condensed multiple
meanings into a single definition, requiring mul-
tiple synsets to be linked to the same meaning to
capture all nuances. For example, the sense “un-
derstanding, judgment, wisdom, sense, penetration,
prudence” of the lemma consilium was linked to
four synsets.

In some cases, a particular sense could not be
described by any of the assigned synsets in the
LiLa dataset. In such cases, we searched for the
lemma in LWN and selected a more appropriate
synset. This was the case e.g. for the adjective
acerbus and one of its meanings in the SemEval
Latin dataset “(of things) heavy, sad, bitter”. For
this meaning we selected the synset 01650376-a
“psychologically painful” from LWN. When we
could not find the synset in either LWN or the LiLa
dataset, we looked for the most suitable synset
in PWN. However, for some meanings specific to
Roman culture and institutions, we could not find
a suitable synset, such as with the meaning ‘Virtue,
personified as a deity’ of virtus. In these cases, we
did not link the sense to WordNet.

2.3 Contextual Information
In some instances, the metadata field of the Se-
mEval Latin dataset (which indicates the author
and title of the text, dating, and genre) was noisy,
incorrectly structured, or incomplete. Wikidata
is an extensive, collaboratively maintained knowl-
edge base (Vrandečić and Krötzsch, 2014), hosting
more than one hundred million items. We exploited

Wikidata for de-noising and linking the authors 
of the documents containing the sentences in our 
dataset.

First, we extracted the Wikidata entities 
for which the author’s occupation is specified 
(wdt:P106, occupation), and Latin (wd:Q397, 
Latin) is one of the writing languages for the author 
(wdt:P6886, writing language). We retrieve infor-
mation about each author in the form of key/value 
properties. Author names in the SemEval Latin 
dataset can occur in different languages and dif-
ferent forms, for example praenomen and nomen 
followed by cognomen e.g., Marcus Tullius Cicero; 
cognomen followed by praenomen and nomen e.g., 
Cicero, Marcus Tullius; only cognomen e.g., Ci-
cero; only praenomen and nomen e.g., Marcus Tul-
lius. We processed the author’s mentions in the 
SemEval Latin dataset and the writer labels and 
aliases extracted from Wikidata, performing lower-
case and punctuation removal. Matching is realized 
by computing the Levenshtein distance (Schimke 
et al., 2004) between the author reported in the Se-
mEval dataset and all the collected surface forms 
(i.e., labels/aliases) from Wikidata. The surface 
forms are then ranked by decreasing Levenshtein 
distance. If the Levenshtein distance between the 
author’s mention and the top-ranked surface form 
is less than a fixed threshold, i.e., δ  = 0.1, the en-
tity referenced by the surface form is linked to the 
author’s mention. For each author, Wikidata pro-
vides rich information, such as biographical data, 
the author’s works, and events that influenced their 
life and production. In this study, we focus on 
occupation information: we encode the informa-
tion provided by Wikidata about the occupations 
of the author exploiting the property wdt:P106 (oc-
cupation). In particular, we create nodes of type 
Occupation for each occupation retrieved in Wiki-
data, generating a relationship between the author 
and their respective occupation.

3 GraphBRAIN

We stored the above information in a graph-based 
structure, specifically in a knowledge graph based 
on the GraphBRAIN technology (Ferilli and 
Redavid, 2020). GraphBRAIN is an approach 
to knowl-edge bases in graph form using a graph 
database (DB) to store information, coupled with 
an ontol-ogy that defines what information can 
be stored in the DB and how it must be 
described. Unlike the RDF graph model, 
traditionally used in Seman-
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tic Web approaches, GraphBRAIN adopts the La-
belled Property Graph (LPG) model, where nodes
and arcs may be labelled and carry information
as attribute-value pairs, ensuring a more compact
and human-readable representation of knowledge.
The DBMS underlying GraphBRAIN is currently
Neo4j (Miller, 2013), which is schema-less. Graph-
BRAIN proposes an XML-based formalism to ex-
press LPG ontologies that can be mapped onto the
elements of LPG graphs and act as a schema for
the DB (Ferilli et al., 2022b). This approach brings
several advantages. The efficiency of a native LPG
graph DB can be leveraged to run network analysis
and graph mining algorithms. In contrast, the ex-
pressiveness of the ontology can be leveraged for
advanced automated reasoning capabilities. The on-
tology and data can be imported from or exported
to Web Owl Language (OWL), thus enabling the
use of Semantic Web tools. However, they can
also be imported or exported to other formalisms
(e.g., Prolog), enabling different kinds of inference,
e.g., rule-based deduction, abduction, abstraction,
argumentation (Esposito et al., 2000).

The Linguistic Knowledge Graph (McGillivray
et al., 2023) allows us to express information about
corpora, linguistic properties (background lexical,
morphological, syntactic, and semantic informa-
tion), time, and context; linguistic information can
be imported from existing resources such as Word-
Net. Its lexical part is inspired by and aligned to
the standard ontological lexicon model OntoLex-
Lemon (McCrae et al., 2014). A corpus can be
described at several levels of granularity (word,
sentence, text, document). Contextual information
concerns the standard bibliographic metadata (e.g.,
authors, publishers) but may be expanded to other
entities (e.g., events). Time information can de-
scribe specific time points (days, months, years,
centuries) or time intervals.

3.1 Linguistic Ontology

To address the need to create a shared vocabu-
lary to visualize and connect the data, we here de-
scribe our linguistic ontology’s main components.
This scheme collects all the relevant pieces of in-
formation available in standard lexical databases
and other relevant sources of knowledge for di-
achronic analysis. We report the classes and re-
lationships of our ontology in boldface; words
are represented in lower-case, and relationships
in upper-case. Document represents the hub for

knowledge discovery since it contains most aspects 
of the knowledge that we need. It is linked to 
the Person who wrote the text (HAS_AUTHOR), 
commonly named the “author”. A document may 
CONCERN specific Artifacts, Devices, belong 
to (BELONGS_TO) one Category, be written 
in at least one (HAS_LANGUAGE) Language 
and published (PUBLISHED_IN). We represent 
Texts belonging to (BELONGS_TO) documents. 
From the text, we are able to represent the Words it 
contains. Lemmas are labelled with their informa-
tion, e.g., morphology and PartOfSpeech tags. On 
the other hand, word forms have (HAS_LEMMA) 
lemmas. Synsets have relationships with each 
other; one may be a sub-synset (hyponym) of an-
other (IS_A) or be equivalent to (SAME_AS) an-
other one in a different database. This happens 
when mapping Princeton WordNet to Latin Word-
Net. Time needs to be modelled for diachronic 
analysis. TemporalSpecification includes TimeIn-
tervals and specific T imePoints, n amely Year, 
Month, and Day. This model allows authors and 
texts to be bound to specific time p eriods. More-
over, we have Events, which may come in handy 
to understand the reason why some words changed 
their meaning (e.g., in relation to Christianity).

3.2 Latin WordNet Ingestion

The Latin WordNet (LWN) project is an initia-
tive to create and share a common lexico-semantic 
database of the Latin language. The project orig-
inated as a branch of the MultiWordNet (Pianta 
et al., 2002) project. For diachronic analyses, link-
ing linguistic resources with temporal information 
allows us to uncover instances of semantic changes 
in the usage of words. Hence, we provide a mech-
anism to enrich the Linguistic Knowledge Graph 
with Latin WordNet and exploit the hierarchical 
structure of the relationships between synsets.

In Section 3, we described the GraphBRAIN 
tech-nology and its reliance on schemes/
ontologies to deliver information extraction and 
reasoning functionalities. We mapped the Latin 
WordNet data with the portion of our 
ontology specifi-cally devoted to linguistic 
analysis and understand-ing. Further details 
about scheme specifications for document 
representation are available in (Fer-illi et al., 
2022a). Here we describe the map-ping 
between the lexical database and our schema. In 
LWN, we identified the following resources, 
grouped into separate Comma Separated Value

89



(CSV) files: lemma, lexical_relation, literal_sense,
metaphoric_sense, metonymic_sense, phrase, se-
mantic_relation, synset. Each resource has features
that may be seen as classical columns in a rela-
tional database. From now on, we refer to specific
fields as resource.field to uniquely identify them
and motivate how we map them. The alignment
process is as follows:

• lemma: a specific lemma is embedded in our
class Lemma. A Lemma is characterized
by a unique id, a lemma (its value), and a
PoS tag (modelled as a relationship). For our
purposes, the class PartOfSpeech collects all
the pos tags used, following the Universal PoS
Tags standard7. We can represent other fields
expressed in LWN, such as lemma.uri.

• lexical_relation: this represents a relation-
ship between two Lemmas. The field lex-
ical_relation.type specifies the type of re-
lationship. We modelled the present ones
with some explicit names which express
their meanings: ANTONYMOUS_OF, PER-
TAINS_TO (to refer to the type of rela-
tion indicated by the attribute of the rela-
tions), with their corresponding inverses, e.g.
IS_PAST_PARTICIPLE_OF.

• literal_sense: this represents a relationship
between a lemma, identified by the field lit-
eral_sense.lemma, and a synset, identified by
literal_sense.synset. We call this relationship
expresses. We highlight that the relationship
has a “literal” sense by adding a specific at-
tribute sense. Additional information about
the period and genre is available.

• metaphoric_sense: similarly to the previous
one, this represents a relationship between
a lemma and a synset, where the sense is
“metaphoric”.

• metonymic_sense: as before, but the sense is
“metonymic” in this case.

• phrase: a phrase is a word or a multi-word
expression. In both cases, the concept is ex-
pressed by the class Lemma since for our pur-
poses both concepts play an equally important
role when analysing semantic changes. Again,

7https://universaldependencies.org/u/
pos/

we have the PoS tag information, which is
modelled in the same way described above.

• semantic_relation: a relationship between two
synsets. Based on the semantic_relation.type
several relationships may be expressed. They
are mapped into the following ones and
their corresponding inverses: PART_OF,
HAS_SUBCLASS, ATTRIBUTE_OF, SIM-
ILAR_TO, ANTONYMOUS_OF, PER-
TAINS_TO, PART_PARTICIPLE_OF,
CAUSES, and ENTAILS.

• synset: a synset is embedded in LexiconCon-
cept while its property synset.gloss, which is
the description of the synset, is represented
as the attribute description of the class Lex-
iconConcept. synset.gloss is the description
of the synset and is mapped onto the attribute
description.

Thanks to this mapping, we can acquire the LWN
resource and represent it in our formalism, which
allows us to leverage the connections between the
different datasets, as explained via examples in the
next section.

4 Analysis and Discussion

Figure 1 shows the subgraph for the word humani-
tas. The occurrences of humanitas are annotated in
the SemEval dataset with three senses: (i) ‘human
nature, humanity’, (ii) ‘humanity, philanthropy’,
and (iii) ‘mankind’.8 In the curated link, we as-
sociate the sense (i) to the humanness.n.01 synset,
the sense (ii) to the synsets kindness.n.01, kind-
ness.n.03, and courtesy.n.03 and sense (iii) to the
synset world.n.08. According to the Thesaurus
Linguae Latinae (Thesaurus-Kommission, 1900–),
which confirms the first attestation of all senses in
the 1st century BCE, the sense (ii) ‘humanity, phi-
lanthropy’ developed from the more general sense
(i) ‘human nature, humanity’ which refers to hu-
man nature in general. The subgraph shows that the
three senses are attested at least once in passages
dated 1st century BCE. However, the graph shows
that the sense of ‘philanthropy’ dominates all other
senses in the 1st century BCE. In the transition to
the CE period, the sense of ‘humanity’ prevails

8A fourth sense ‘liberal education, good breeding, the
elegance of manners or language, refinement’ was annotated
in the Latin dataset, but not encoded in the graph, since the
author matching described in Section 2.3 failed.
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Figure 1: Subgraph for the word humanitas, including the sentences in which the lemma humanitas occurs in the
SemEval Latin dataset, the century of the works from which the sentences were extracted, the annotated senses
in the SemEval Latin dataset, and the curated links between the senses and the synsets in Latin WordNet. The
sentences are represented as Text nodes (in blue), the senses and the synsets as LexiconConcept nodes (in green),
and the centuries as TimePoint nodes (in red).

regarding the number of annotations, and the two
meanings coexist in the CE period.

By ascending the WordNet hierarchy, we can
gain deeper insight into the relationship between
the two senses. The sense (ii) ‘humanity, philan-
thropy’ and the sense (i) ‘human nature’ are con-
nected via two paths: sense (ii) originates from
the quality.n.01 synset (i.e. ‘an essential and dis-
tinguishing attribute of something or someone’);
sense (i) from the attribute.n.02 synset (i.e., ‘an
abstraction belonging to or characteristic of an en-
tity’). The two senses have in common the qual-
ity.n.01 synset, but the sense (ii) ‘humanity, philan-
thropy’ is directly linked to kindness.n.01 synset,
and to a higher degree of the WordNet hierarchy
to the morality.n.01 synset (i.e., ‘concerned with
the distinction between good and evil or right and
wrong’). The additional information provided by
including the WordNet hierarchy in the graph al-
lows us to show the type of semantic relationship
between the two predominant senses of humanitas.
The more general sense (i) ‘human nature’ special-

izes in its meaning in the sphere of morality, origi-
nating the sense (ii) ‘philanthropy’. In the example 
of humanitas shown in Figure 1, the injected infor-
mation from WordNet was exploited to analyze the 
semantic relationship between the meanings of the 
lemma humanitas. While the synset taxonomy in 
this example helps us track and classify phenom-
ena of semantic change, including other types of 
information retrievable from the metadata can help 
gain further insights into the context of the seman-
tic change. We add information about the authors’ 
occupations in the examples shown in Figure 2.

In Figure 2, three examples of subgraphs are 
shown. The three graphs refer to the encoded 
information for the Latin lemmas beatus, poena, 
and salus, respectively. In particular, we 
filtered for nodes of type Text (blue nodes), 
Century (red nodes), Synset (green nodes), and 
Occupation (yellow nodes). We grouped the Text 
nodes by occu-pation and century, i.e., we created 
an explicit link between nodes of type Text and 
nodes of type Time-Point and between nodes of 
type Text and nodes of
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(a) Subgraph for beatus. The synsets for beatus are: (i) beatified.s.01: Roman Catholic; proclaimed one of the blessed and thus
worthy of veneration, (ii) blessed.s.05: enjoying the bliss of heaven, (iii) rich.a.01: possessing material wealth, (iv) fortunate.a.01:
having unexpected good fortune, (v) ample.s.02: affording an abundant supply, (vi) happy.a.01: enjoying or showing or marked
by joy or pleasure or good fortune

(b) Subgraph for poena. The synsets for poena are: (i) retribution.n.01: a justly deserved penalty, (ii) suffering.n.04: feelings of
mental or physical pain, (iii) agony.n.01: intense feelings of suffering; acute mental or physical pain

Figure 2: Sub-graphs: (a) beatus. (b) poena (c) salus.
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(c) Subgraph for salus. The synsets for salus are: (i) health.n.01: a healthy state of well-being, (ii) redemption.n.01: (Christianity) 
the act of delivering from sin or saving from evil, (iii) greeting.n.01: an acknowledgment or expression of goodwill

Figure 2: Sub-graphs: (a) beatus. (b) poena (c) salus (cont.).

type Occupation.

Combining queries at the level of the annotated
senses, WordNet synsets, text metadata and tex-
tual data at once, users can have access to rich
nuanced information, which is very valuable for
quantitative diachronic semantic analyses, both on
specific words and whole lexical fields. The graphs
in Figure 2 seem to show some trends in seman-
tic change, all related to Christianity. The lemma
beatus was annotated in the SemEval dataset with
five senses: (i) ‘happy,’ (ii) ‘fortunate’, (iii) ‘re-
warded’, (iv) ‘rich’, and (v) ‘blessed’. The graph
shows that the senses (i) ‘happy’, (ii) ‘fortunate’,
(iii) ‘rewarded’, and (iv) ‘rich’ all emerge starting
from the 1st century BCE in the annotated dataset.
On the other hand, sense (v) ‘blessed’ emerges later
with the advent of Christianity, as we can see in
correspondence with the CE nodes. In this case,
there seems to be a replacement of the previous
senses in favour of the Christian sense. Addition-
ally, if we consider the nodes of type Occupation,
a noticeable difference emerges between the two
(groups of) meanings: in the cluster of occupation
nodes connected to the Christian sense, we can ob-
serve profiles related to theological and religious

activity, e.g., priests, hagiographers, which do not
appear to be connected to the other senses. The
same type of observations can be made for salus,
which initially has the meanings (i) ‘health’ and (ii)
‘greeting’, and, subsequently, develop the Chris-
tian sense of (iii) ‘salvation, deliverance from sins’.
However, in this case, we can notice the difference
with beatus in the type of semantic change, as the
new meaning (iii) ‘salvation’ replaces or dominates
the previously attested meanings but continues to
coexist with them. The lemma poena also presents
an example of semantic change in which the new
meaning does not entirely replace the previous ones.
The new sense of ‘suffering, pain’, which emerges
in the CE nodes, continues to coexist with the sense
of ‘punishment’, which was attested from the 1st
century BCE in the annotated dataset. In the case
of poena, the contrast between the two clusters
of occupation nodes is even more evident. The
sense of punishment is often associated with au-
thors classified as related to the legal world, e.g.,
legislator, lawyer, and jurist. In contrast, nodes re-
lated to the Christian and theological world appear
in the case of salvation, e.g., theologian, priest, and
presbyter. The graphs in Figure 2 are in line with

93



that we know about semantic changes prompted
by the advent of Christianity, which invested many
words already in use in pre-Christian Latin with
new meanings closely related to the Christian world
(Burton, 2011). Moreover, the lemmas shown in
Figure 2 illustrate the different types of interaction
between older and new senses described in litera-
ture (Traugott and Dasher, 2001, 10–12): in some
cases, the two senses can continue to coexist, as
for the lemmas salus and poena (a phenomenon
called ‘layering’ (Hopper, 1991, 22)); in others, as
for the lemma beatus, the relationship between the
new sense and the older ones is unbalanced as the
new sense becomes more prominent in a society
invested in Christian values.

5 Conclusion and Future Work

We applied diachronic lexical-semantic analysis by
integrating different resources into a graph-based
structure. Future research should be devoted to en-
riching the dataset by collecting other resources to
uncover more complex relationships and possibly
automatically detect semantic changes among all
terms in the vocabulary. Currently, our model does
not include a programmatic way to automatically
detect instances of semantic changes, but this is an
avenue of future research. We plan to publish a
version of the graph database in which experiments
can be replicated.
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