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Abstract
Various biological, genetic, psychological or
social factors that feature a target oriented life
with chronic stress and frequent traumatic ex-
periences, lead to pessimism and apathy. Ac-
cording to WHO, about 280 million of the pop-
ulation have depression. The massive scale
of depression should be dealt with as a disease
rather than a ‘phase’ that is neglected by the ma-
jority. However, not a lot of people are aware
of depression and its impact. Depression is a
serious issue that should be treated in the right
way. Many people dealing with depression do
not realize that they have it due to the lack of
awareness. This paper aims to address this is-
sue with a tool built on the blocks of machine
learning. This model analyzes the public social
media texts and detects the signs of depression
as three labels namely “not depressed”, “mod-
erately depressed”, and “severely depressed”
with high accuracy. The ensembled model uses
three learners namely Multi-Layered Percep-
tron, Support Vector Machine and Multinomial
Naive Bayes Classifier. The distinctive feature
in this model is that it uses Artificial Neural
Networks, Classifiers, Regression and Voting
Classifiers to compute the final result or output.

Index Terms- Ensemble Modeling, Neural Net-
works, Naive Bayes Classifier, Multilayer Per-
ceptron(MLP), Support Vector Machine.

1 Introduction

Depression is a chronic feeling of emptiness, sad-
ness, or inability to feel pleasure that may appear
to happen for no clear reason, according to ‘Med-
ical News Today’. It is distinct from grief and
other emotions. It is considered to be a common
mental disorder. A sense of melancholy pervades
through a single word or text and to detect this the
project is assigned to analyze the text with its high-
est accuracy rate of depression. As described in
the World Health Organization’s Comprehensive
Mental Health Action Plan 2013-2020 1, depres-

1https://www.who.int/health-topics/depressiontab=tab1

sion alone affects more than 300 million people
worldwide and is one of the largest single causes of
disability worldwide, particularly for women. De-
pression currently accounts for 4.3 percent of the
global burden of disease, and it is expected to be
the leading cause of disease burden in high-income
countries by 2030 (Halfin, 2007). It is important
to note that each individual’s experience with de-
pression is unique, and the causes can vary from
person to person. Some of the common factors
leading to Depression is said to be competitive
lifestyle, need to meet high expectations and low
self-esteem. People are much concerned about get-
ting a good qualification, better career paths, social
dignity etc., The spawn of internet and commu-
nication technologies, distinctly the online social
networks have modernized how people interact and
communicate with each other digitally. People tend
to express more on Social Media compared to real
life interactions and communications.It is also im-
portant to note that measuring the severity of the
disorder is also a difficult task that could only be
done by a highly trained professional with the use
of different techniques such as text descriptions
and clinical interviews, as well as their judgments
(Husseini Orabi et al., 2018). This project depicts
a deep architecture for explicitly predicting and
classifying depression levels as ‘Not Depressed’,
‘Moderately Depressed’, or ‘Severely Depressed’
from their Social Media texts. Strong Learners such
as Support Vector Machine (SVM), Multilayer Per-
ceptron (MLP), Deep Neural Networks and Naive
Bayes are used for classifying texts. This Project
uses data from social media networks to explore
various methods of early detection of Major depres-
sive disorder (MDD) based on machine learning
techniquies. A thorough analysis of the dataset to
characterize the subjects’ behavior based on differ-
ent aspects of their writings (Halfin, 2007). The
main contributions of the project can be summa-
rized as follows: Depression is a chronic feeling
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of emptiness, sadness, or inability to feel pleasure
that may appear to happen for no clear reason, ac-
cording to ‘Medical News Today’. It is distinct
from grief and other emotions. It is considered to
be a common mental disorder. A sense of melan-
choly pervades through a single word or text and
to detect this the project is assigned to analyze the
text with its highest accuracy rate of depression.
As described in the World Health Organization’s
Comprehensive Mental Health Action Plan 2013-
2020 (?), depression alone affects more than 300
million people worldwide and is one of the largest
single causes of disability worldwide, particularly
for women. Depression currently accounts for 4.3
percent of the global burden of disease, and it is
expected to be the leading cause of disease burden
in high-income countries by 2030 (Halfin, 2007).
It is important to note that each individual’s experi-
ence with depression is unique, and the causes can
vary from person to person. Some of the common
factors leading to Depression is said to be competi-
tive lifestyle, need to meet high expectations and
low self-esteem. People are much concerned about
getting a good qualification, better career paths,
social dignity etc., The spawn of internet and com-
munication technologies, distinctly the online so-
cial networks have modernized how people interact
and communicate with each other digitally. People
tend to express more on Social Media compared
to real life interactions and communications. This
project depicts a deep architecture for explicitly
predicting and classifying depression levels as ‘Not
Depressed’, ‘Moderately Depressed’, or ‘Severely
Depressed’ from their Social Media texts. Strong
Learners such as Support Vector Machine (SVM),
Multilayer Perceptron (MLP), Deep Neural Net-
works and Naive Bayes are used for classifying
texts. This Project uses data from social media net-
works to explore various methods of early detection
of Major depressive disorder (MDD) based on ma-
chine learning techniquies. This paper is writtern
in the format (Sampath et al.) A thorough analysis
of the dataset to characterize the subjects’ behavior
based on different aspects of their writings (Halfin,
2007). The main contributions of the project can
be summarized as follows:

• The model provides the combined outcome
computed by various Learners.

• A Voting Classifier is used to get the majority
outcome of the text.

• Our ensemble method achieved competitive

Figure 1: Samples from the Training Dataset.

performance in the shared task in detecting signs of
depression from social media text with 72 percent
f1-score accuracy. Each sample is composed of
three columns: PID, Text, and Label. The below
figure contains an image of the Training Dataset.

2 Existing works

There have been many projects that have dealt with
finding a tool to detect depression in social me-
dia. Most of them included the implementation
of machine learning techniques such as support
vector machines and naive bayes. The overall ac-
curacy obtained from those works is 70 percent.
This paper aims to increase the accuracy level of
detecting depression and in a way that it doesn’t
affect the user’s privacy. Halfin’s study (Halfin,
2007) demonstrated that the early detection, inter-
vention, and appropriate treatment can promote eas-
ing and reduce the emotional and financial burdens
of depression, and (Picardi et al., 2016) observed
significant improvements in depressive symptoms
among subjects who had undergone early screen-
ing or diagnosis of depression. (Rost et al., 2004)
found that early intervention for depression can
improve employee productivity and reduce major
problems and complications. The prediction of Ma-
jor Depressive Disorder (MDD) at early stages is
proved to improve the health and maintain peace
of a subject. The Detection of MDD is so far has
been predicted by one method or one weak learner.

3 Proposed Method

By extending the work done previously, this Ma-
chine Learning Model is based on Support Vec-
tor Machine(SVM), Multinomial Naive Bayes and
Multi layer Perceptron(MLP). By combining the
above algorithms, the result thus obtained will have
higher accuracy as it is built on not one, but 3 highly
effective ML models. The final prediction of the
text is classified or computed using an ensembling
technique called Bagging (Bootstrap Aggregating)
and a Voting Classifier. A Voting Classifier is a
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Figure 2: Illustration of Support Vector Machine.

machine learning estimator that trains various base
models and predicts an outcome on the basis of
aggregating and considering the majority output re-
garding the findings of each base estimator(Ganaie
et al., 2022).

Brief explanation about the algorithms used
in the final model:

Support Vector Machine (SVM): The SVM
algorithm is implemented through the ‘SVC‘ class.
SVMs (Malviya et al., 2021) are powerful classi-
fiers that aim to find an optimal hyperplane to sepa-
rate different classes in the data. In this code, SVM
with a linear kernel (‘kernel=’linear’‘) is used,
which takes a linear decision boundary between
classes. The Figure 2 is an illustration of Support
Vector Machine and how it classifies different data
points using regression function. Support Vector
Machine (SVM) is a type of algorithm in super-
vised machine learning domain most used for un-
dertaking classifications tasks(Malviya et al., 2021).
While SVM algorithms can be employed for regres-
sion analysis tasks, but in practice they are most
used for classification applications, such as classi-
fying binary data into two distinct classes(Gupta
et al., 2021).

Multilayer Perceptron (MLP): The MLP algo-
rithm is implemented through the ‘MLPClassifier‘
class . It’s a type of neural network that consists of
multiple layers of nodes. It uses a process called
backpropagation to navigate through complex data.
The Figure 3 is an illustration of Multilayer Percep-
tron and how it classifies different data points using
multiple hidden layers. In this code, an MLP classi-
fier with a single hidden layer containing 100 neu-
rons is used. Multilayer Perceptron is used because
it uses generalized delta learning rules and easily
gets trained in less number of iterations(Aggarwal

Figure 3: Illustration of Multilayer Perceptron.

and Singh, 2015). A minimal Multilayer Percep-
tron has 3 layers including one hidden layer, one
input layer and one output layer. The increase in
the number of hidden layers corresponds to more
accurate results.

If it has more than 1 hidden layer, it is called
a deep ANN. An MLP is a typical example of a
feedforward artificial neural network.

Multinomial Naive Bayes (NB): Bayesian al-
gorithms predict the class depending on the prob-
ability of belonging to that class 2. It calculates a
set of probabilities from the frequency count and
the combinations of values in a given data set. This
algorithm is based on Bayes’ theorem, assuming
that all variables are independent. Bayes’ theorem
follows the following formula(?) .

P (A) = P ((B)(A))/(B)(1)

Naive Bayes algorithms assume features are in-
dependent of each other, and hence no correlation
between the features tend to implement through the
‘MultinomialNB‘ class are probabilistic classifier
based on Bayes’ theorem. In the code, the Multino-
mialNB classifier is used, which is optimal for dis-
crete features such as word frequencies or TF-IDF
values commonly encountered in text classification
tasks. Including NB as a weak learner in the en-
semble can improve accuracy by taking advantage
of its ability to handle text data and make inde-
pendent assumptions. Multinomial Naive Bayes
Classifier is used to classify data that is not depen-
dent on a time period or a scale. These algorithms
are combined in the ensemble approach to leverage
the strengths of each individual algorithm and cre-
ate a more robust and accurate model. Hence, by
combining multiple algorithms the model is gives a
prediction with high accuracy. Multinomial Naı̈ve

2https://towardsdatascience.com/naive-bayes-classifier-
explained-50f9723571ed
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Bayes Classifier is a supervised learning method
that uses probability and is focused on text classifi-
cation cases. This method follows the principle of
multinomial distribution in conditional probability.
Although using multinomial distributions, this algo-
rithm can be applied to text cases by converting to a
nominal form that can be computed with an integer
value. The probability calculation is described in
the below equation(Farisi et al., 2019).

P (c|d) ∝ P (c)ΠP (t|c)](2)

Where P(t)̧ is the conditional probability of the
word in the text that belongs to class c and P(c) is
the prior probability.(Farisi et al., 2019)

Ensemble Learning: Ensemble learning is a
machine learning archetype or theory where mul-
tiple learners are trained or applied to datasets to
solve the same problem by extracting multiple pre-
dictions then combined into one composite predic-
tion(Ganaie et al., 2022). Deep learning architec-
tures are showing better performance compared to
the shallow or traditional models. Deep ensemble
learning models combine the advantages of both
the deep learning models as well as the ensemble
learning such that the final model has better general-
ization performance. It is a process that uses a set of
models, each of them obtained by applying a learn-
ing process to a given problem. This set of models
(ensemble) is integrated in some way to obtain the
final prediction. Ensemble learning is a technique
that combines multiple individual models (weak
learners) to make predictions.(Kotsiantis and Pin-
telas, 2007) The model use the Voting Classifier
and Bagging Classifier.The ensemble combines the
predictions of the various learners to obtain the fi-
nal prediction. In the first version of the code, a
VotingClassifier is used with three weak learners:
Multilayer Perceptron(MLP), Support Vector Ma-
chine (SVM), and Multinomial Naive Bayes. In
the another model , a BaggingClassifier is used,
where the ensembling model combines Multilayer
Perceptron (MLP), Support Vector Machine (SVM)
and Random Forest(rf). Though both models tend
to compute outcomes with promising accuracy, the
first model provides the highest accuracy. To prove
that average voting in an ensemble is better than
individual model, Marquis de Condorcet proposed
a theorem wherein he proved that if the probabil-
ity of each voter being correct is above 0.5 and
the voters are independent, then addition of more
voters increases the probability of majority vote

Figure 4: Illustration of ensembling techniques.

being correct until it approaches 1 (Condorcet,
1785) (Ganaie et al., 2022; Kotsiantis and Pinte-
las, 2007). Although Marquis de Condorcet pro-
posed this theorem in the field of political science
and had no idea of the field of Machine learning,
but it is the similar mechanism that leads to better
performance of the ensemble models. Assump-
tions of Marquis de Condorcet theorem also holds
true for ensembles (Ganaie et al., 2022; Kotsiantis
and Pintelas, 2007),(Hansen and Salamon, 1990).
The reasons for the success of ensemble learning
include: statistical, computational and represen-
tation learning, bias–variance decomposition and
strength-correlation(Ganaie et al., 2022; Kotsiantis
and Pintelas, 2007; Breiman, 2001).

4 Working of the model

The code is implemented more than once in order to
obtain the optimal result, a total of 4 compilations
were implemented.

Figure 5: Working of model

Version 1: The classification report provides an
evaluation of the model’s performance in each class.
The ensemble method - Voting Classifier is used
here, which compares the prediction of multiple
weak learners to make the final prediction. While
using the voting ensemble technique, the predic-
tions for the “not depression” and “severe” classes
have been classified in terms of the precision , re-
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call and F1-score. The accuracy if this model is
58 percent. This accuracy score is not appreciable
for this type of text classification. So this problem
needs to be addressed in the next run. The over-
all accuracy for detecting severe depression is 98
percent using this classifier. But the other classes
remain moderately accurate. This is not the goal
of this paper, hence certain changes are made to
make it more accurate. The Classification Report
while using the Voting Classifier is depicted below
stating the model’s accuracy.

PrecisionRecall F1-
Score

Support

Moderate0.61 0.72 0.66 275
Not
De-
pressed

0.37 0.37 0.37 135

Severe 0.98 0.46 0.63 89

Average 0.58 499
Macro
Avg

0.65 0.52 0.55 499

Weighted
Avg

0.61 0.58 0.58 499

Table 1: The Classification Report while using the Vot-
ing Classifier

Version 2: In the updated version of the code,
Bagging Classifier is implemented instead of a vot-
ing classifier. In bagging, multiple weak learners
are trained on different subsets of training data and
their predictions are aggregated to make the final
prediction. One of the weak learners used here
is Multinomial Naive Bayes, a variant of Naive
Bayes instead of the random forest classifier. It’s
used as it provides better accuracy while handling
text classification, and provides ensemble diver-
sity. That is, adding the MNB(Multinomial Naive
Bayes) alongside MLP and SVM,provides diversity
to the ensemble which improves the overall accu-
racy. In this run, the overall accuracy obtained is 72
percent, hence the accuracy is improved compared
to the previous model and this is also greater than
the accuracy obtained in the existing methods. To
make sure this is the maximum accuracy, the same
model is run twice. It is observed that the maxi-
mum and highest accuracy of detecting depression
in texts is 72 percent. The Classification Report
while using Bagging Classifier is depicted below
stating the model’s accuracy.

PrecisionRecall F1-
Score

Support

Moderate0.72 1.00 0.84 358
Not
De-
pressed

0.00 0.00 0.00 138

Severe 0.00 0.00 0.00 3

Average 0.72 499
Macro
Avg

0.24 0.33 0.28 499

Weighted
Avg

0.51 0.72 0.60 499

Table 2: The Classification Report while using the Bag-
ging Classifier

5 Data

The dataset used in the paper is of public data,
ensuring that the user’s privacy is not invaded at any
cost. But the public data might contain depressive
texts in a disingenuous meaning too. This might
make it hard to separate the genuine texts from
them, hence public data needs to be further filtered.
The dataset contains 7202 texts for training, 3,246
texts for development, and 500 texts for testing,
while each sample is composed of three columns:
PID(Person Identity), Text, and Label. The Test
Dataset contains only PID and text for which the
label is predicted using the model.

6 Implementation

The model can be implemented in any Python envi-
ronment as long as it supports the necessary mod-
ules and libraries used in the code. Such machine
learning frameworks are Jupyter Notebook, Python
IDLE or Google Colab. This model is implemented
in Google Colab. Libraries and modules like Pan-
das, Vectorizer, neural network, svm(Support Vec-
tor Machine), naive bayes are used for the imple-
mentation.

7 Result Analysis

As discussed previously, the updated version of
the model provides the prediction with the high-
est accuracy of 72 percent(F1 score). This final
version of the model is implemented by using the
weak learners SVM, Naive Bayes, MLP, Ensem-
ble Learning( Bagging Classifier). The model cor-
rectly predicted and classified the texts into labels
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namely ‘Not Depressed’, ‘Moderately Depressed’,
or ‘Severely Depressed’. Since preprocessing can
eliminate unneeded words and make the word more
structured in the created model so that it is more
efficient and performance will increase. Factors
like sarcastic texts, threatening, fabricated content
etc.., seem to affect the accuracy and consistency
of the model. Though this is a model with high ac-
curacy to detect depression, it can be improved to
give better results. The predicted results computer
by the model are given in Table 3 for reference.

Pid Predicted label

test id 1 moderate

test id 2 moderate

test id 3 not depression

test id 4 severe

test id 5 moderate

test id 6 not depression

Table 3: Predicted Result

8 Conclusion

In this era it is important to keep lead and aware-
ness on the depression rate, some phases or events
make us more vulnerable to depression. There are
various factors that could trigger emotional influx,
and to detect all these, different algorithms with the
highest accuracy have been opted. Based on the
results of testing and analysis, it can be concluded
as follows: The system that was built successfully
classified texts into labels namely ‘Not Depressed’,
‘Moderately Depressed’, or ‘Severely Depressed’.
with the most optimal result is F1-Score average
of 72 percent using preprocessing based on the
classification process. The optimal classification
principle is to improve the model performance with
standardized classification and management with
the dependence of word occurrence. This change
improved the performance of the dataset classifica-
tion model. The ensemble technique algorithm is a
fast, easy-to-implement, almost modern text classi-
fication algorithm. Proposed method and algorithm
offers many possibilities for text classification. The

main findings of this study is the importance of
using ensemble techniques in the early detection
of MDD to prevent any occurrences of tragic in-
cidents, the comparison of the Voting Classifier
and Bagging Classifier to predict the depression
condition, and the improvement of state-of-the-art
algorithms. It does have its own demerits that are
to be figured out, yet it still provides us by attaining
the goal of detecting the depression levels.

9 Future Enhancement

Though this model is better compared to the ex-
isting methods, it has its own shortcomings that
need to be improved. It can be enhanced in several
ways to improve its performance and functionality.
Firstly, applying hyperparameter tuning to the indi-
vidual classifiers used in the ensemble can optimize
their parameters for better accuracy. Techniques
like grid search or random search can be employed
to find the best combination of hyperparameters.
Next, considering a diverse range of classifiers or
combining more models into the ensemble learning
can enhance its predictive capabilities. To address
imbalanced and inconsistent data, techniques like
oversampling, undersampling, or generating syn-
thetic samples can be used to balance the class
distribution. Furthermore, performing thorough er-
ror analysis to identify common misclassifications
or patterns where the model struggles can improve
the overall performance.
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