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Abstract

Depression is a severe mental health disorder
characterized by persistent feelings of sadness
and anxiety, a decline in cognitive functioning
resulting in drastic changes in a human’s psy-
chological and physical well-being. However,
depression is curable completely when treated
at a suitable time and treatment resulting in the
rejuvenation of an individual. The objective of
this paper is to devise a technique for detecting
signs of depression from English social media
comments as well as classifying them based on
their intensity into severe, moderate, and not de-
pressed categories. The paper illustrates three
approaches that are developed when working
toward the problem. Of these approaches, the
BERT model proved to be the most suitable
model with an F1 macro score of 0.407, which
gave us the 11th rank overall.

1 Introduction

Depression has emerged as a significant mental
health issue in recent years, affecting millions of
individuals worldwide. Simultaneously, the use of
social media platforms has skyrocketed, becoming
an integral part of people’s daily lives. Beck and
Alford (2009) talks about the clinical causes of de-
pression and the various treatments for it. Social
media platforms provide individuals with an outlet
to express their emotions and share personal expe-
riences. Hammen (2005) examines the relationship
between depression and stress over time including
effects of childhood and lifetime stress exposure.

People often turn to these platforms as a means
of seeking support, and validation, or simply as
an avenue to connect with others who may be go-
ing through similar struggles. De Choudhury et al.
(2013) conducted an analysis on various factors
such as social engagement, emotion, language, and
linguistic styles, as well as mentions of antidepres-
sant medication. The purpose of this analysis was

to develop a statistical classifier that can estimate
the likelihood of experiencing depression.

The primary objective of the DepSign-LTEDI
task (Sampath et al., 2023) is to identify indications
of depression in individuals based on their social
media posts, and analyze English-language social
media content and classify the signs of depression
into three categories, moderate, severe, and not
depressed.

2 Related Work

Kayalvizhi and Thenmozhi (2022) developed a
gold standard dataset in order to detect the vari-
ous levels of depression namely moderate, severe,
and not depressed using social media texts. Data
augmentation techniques were applied to overcome
data imbalance. Word2Vec vectorizer and Random
Forest classifier model were used which provided
better accuracy.

Salas-Zárate et al. (2022) employed Twitter as
the primary data repository for depression sign de-
tection. Word embeddings were used as the well-
known technique for linguistic extraction. The
machine-learning approach utilised was the sup-
port vector machine (SVM), and cross-validation
(CV) was used to evaluate the outcomes.

Wang et al. (2022) principally used three ap-
proaches to meet the objective. The first method
makes use of sentence embeddings for which
VADER scores are generated following which they
are passed into the gradient boosting model along
with SMOTE augmentation techniques to combat
data imbalance. The second technique centred on
optimising pre-trained models using a multi-layer
perceptron. The final technique used the multi-
layer perceptron and VAD embeddings to classify
the symptoms of depression.

Bucur and Dinu (2020) focused on the detection
of the early onset of depression through the anal-
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ysis of social media posts with special attention
on Reddit. Topic modeling embeddings were ex-
tracted using a Latent Semantic Indexing Model
and then provided as input to the neural network
design. The neural network had two outputs - clas-
sifying whether the individual was depressed or not
and estimating the confidence of the individual.

Trifan et al. (2020) used Reddit posts between
January and October of 2016 as the source of the
data. The data was pre-processed by being con-
verted to lowercase and tokenized after any extra-
neous characters were eliminated. Multinomial
Naive Bayes, Support Vector Machine in conjunc-
tion with Stochastic Gradient Descent, and Passive
Aggressive classifiers were the final three classi-
fiers used.

Rajalakshmi et al. (2018) developed a method
to detect intensity levels of emotions with the help
of rule-based feature selection using tweets as the
primary data source. The input feature vectors
were generated using one-hot encoding and rule-
based feature selection. The model for the detec-
tion of emotional intensity classification was Mul-
tilayer Perceptron. The models for the subtasks
of sentiment intensity regression and emotion in-
tensity regression was constructed using Support
Vector Regression. Anantharaman et al. (2022) and
Esackimuthu et al. (2022) used transformer mod-
els to detection the depression from social media
tweets and achieved F1 score of 0.412 and 0.473
respectively.

3 Dataset

The dataset consists of the posting id, text data, and
the corresponding label (S et al., 2022). The dataset
provides three labels representing the various de-
grees of depression namely severe, moderate, and
no depression. Table 1 illustrates the distribution
of the dataset.

Label Train Dev Test
Not Depressed 2755 848 135

Moderate 3678 2169 275
Severe 768 228 89

Table 1: Distribution of Data

4 Depression Detection System

We have employed three different models in the
three test runs , in this respective order:

BERT: We employed the ’bert-base-uncased’
pre-trained model, known as BERT (Bidirectional
Encoder Representations from Transformers), as
the foundation for this depression analysis task.
To tailor BERT to the specific given depression
dataset, fine-tuning of the BERT model is done
through training using the labeled train data. Addi-
tionally, to ensure compatibility with the model, a
label encoder is utilized to convert the target labels
into numerical values. Table 2 gives the evalua-
tion metrics of BERT model for the development
dataset.

Word2Vec and SVC: In this approach,
Word2Vec, a technique that generates word em-
beddings - distributed numerical representations of
word features is used for text-vector representation.
These embeddings capture the contextual meaning
of words within vocabulary and enable the model to
identify semantic relationships among words that
share similar meanings. To leverage the power of
these word vectors, a classification model Support
Vector Classifier (SVC) is employed to train on
and predict using these word embeddings. Table
3 gives the evaluation metrics for the development
dataset.

TFIDF-LinearSVC: LinearSVC is a machine
learning algorithm implemented in Python’s scikit-
learn library, based on the Support Vector Machine
(SVM) algorithm. LinearSVC aims to find a lin-
ear decision boundary that maximizes the margin
between different classes. The model learns a set
of weights for each feature and combines them lin-
early to make predictions. To vectorize the given
texts, TfidfVectorizer is used, which converts text
into numerical feature vectors. Subsequently, Lin-
earSVC model is fitted to these vectors. Table 4
gives the evaluation metrics of this model for the
development dataset.

Metrics Score
Accuracy 0.67
Macro Precision 0.57
Macro Recall 0.54
Macro F1-score 0.55
Weighted precision 0.65
Weighted recall 0.67
Weighted F1-score 0.66

Table 2: Evaluation metrics of BERT



151

Parameters Score
Accuracy 0.66
Macro Precision 0.58
Macro Recall 0.44
Macro F1-score 0.47
Weighted precision 0.64
Weighted recall 0.66
Weighted F1-score 0.64

Table 3: Evaluation metrics of Word2Vec-SVC

Parameters Score
Accuracy 0.60
Macro Precision 0.51
Macro Recall 0.49
Macro F1-score 0.50
Weighted precision 0.63
Weighted recall 0.60
Weighted F1-score 0.61

Table 4: Evaluation Metrics of TFIDF-LinearSVC

5 Methodology

The codes utilized in this research paper are avail-
able within the GitHub repository GitHub Repos-
itory. This repository contains a collection of
Jupyter Notebook files that correspond to the
methodologies and techniques detailed in the paper.

The methodology employed in this paper con-
sists of three approaches. The first method makes
use of the Bidirectional Encoder Representations
from Transformers (BERT) ”bert-base-uncased”
pre-trained model. The BERT model was tailored
to the dataset provided. The dataset was tokenized,
and converted into the input features with the as-
sistance of the BERT tokenizer. No pre-processing
steps were undertaken in this model. Following
this, the input features and labels were converted
to tensors, and the TensorDataset was created. The
model was trained for three epochs using the opti-
mizer AdamW, which has a learning rate of 2e-5.
Finally, cross-validation was performed with the
help of the development data for fine tuning the
trained model and tested on the test data. Figure 1
shows the work flow of the system.

The second approach involved the usage of
Word2Vec and Support Vector Classification
(SVC). Word embedding is a method in which
words are converted into an arithmetic represen-
tation termed a vector and each word in a sentence
can be represented through this vector. These vec-

Figure 1: Flowchart for BERT

Parameters Score
Number of epochs 1
Batch size 16
Learning rate 2e-5
Maximum sequence length 512

Table 5: Hyperparameters: BERT

tors capture the semantic relationships between
words and can be used to assess the similarity
and dissimilarity between words. The Word2Vec
API trained on Google News was used to gener-
ate the word embeddings for the given data. The
pre-processing step removed stop words and punc-
tuation, lemmatized the remaining tokens, and
returned the average word vector representation
using spaCy’s word embeddings. If no valid to-
kens remain, it returns a default zero vector. The
Word2Vec makes use of two architectures namely
bag-of-words and skip-gram. However, the word
embeddings generated in this model do not strictly
follow the aforementioned architectures. The Sup-
port Vector Classification is a machine learning
classification algorithm that is often used to clas-
sify data with multiple labels. The generated word
embedding was then fed into the Support Vector
Classification model to obtain the classified results.
Figure 2 shows the working of this system.

The LinearSVC and TF-IDF Vectorizer are used
in the final strategy. Similar to the Word2Vec
model, the Term Frequency-Inverse Document Fre-

https://github.com/Ojus999/TechSSN1-Depression-Detection-and-Classification-for-Social-Media-Texts
https://github.com/Ojus999/TechSSN1-Depression-Detection-and-Classification-for-Social-Media-Texts
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Figure 2: Flowchart for Word2Vec and SVC

quency text vectorizer combines the concepts of
term frequency (TF) and document frequency (DF).
No pre-processing steps were undertaken in this
model. The term frequency is an indication of the
frequency count of words in a document and gives
an idea about the importance of a given word. The
quantity of documents that use a particular term
is known as the document frequency. LinearSVC
is a machine learning algorithm implemented in
Python’s scikit-learn library, based on the Support
Vector Machine (SVM) algorithm that aims to find
a linear decision boundary that maximizes the mar-
gin between different classes. Figure 3 depicts the
steps in developing this model.

6 Results

6.1 Test Data Results
Out of the three above-mentioned models, the
BERT model gave the highest F1-score of 0.407 for
the predicted labels on the test data the organizers
gave, and an accuracy of 55 percent. On further
analysis, the following metrics were obtained for
the three models. Tables 6, 7 and 8 show the evalu-
ation metrics value for accuracy, precision, recall
and F1 score.

It is inferred from the results that SVC could not
perform well when compared to the BERT model.
This is our maiden attempt for applying the ma-
chine learning algorithms for a real life problem

Figure 3: Flowchart for TFIDF Vectorizer and Linear
SVC

in the form of a challenge. We assume that the
performance of the BERT model can be increased
by training the model for more number of epochs.

Parameters Score
Accuracy 0.55
Macro Precision 0.54
Macro Recall 0.42
Macro F1-score 0.41
Weighted precision 0.55
Weighted recall 0.55
Weighted F1-score 0.50

Table 6: Evaluation Metrics for Test Data: BERT

7 Conclusion

In conclusion, an analysis was experimented with
the provided social media texts using three mod-
els: BERT, Word2Vec with SVC, and TF-IDF with
LinearSVC. Among these models, BERT demon-
strated the highest accuracy in predicting the target
labels. It is worth noting that accurately analyzing
and predicting signs of depression is challenging
for any model, as it may struggle to comprehend
the deeper layers of a sentence and grasp the nu-
anced tone of the text.

Improving the accuracy of the model can be
achieved by ensuring a more balanced distribution
of the dataset, where the number of cases for all
three target labels is nearly equal. This would help
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Parameters Score
Accuracy 0.46
Macro Precision 0.47
Macro Recall 0.39
Macro F1-score 0.37
Weighted precision 0.49
Weighted recall 0.46
Weighted F1-score 0.44

Table 7: Evaluation Metrics for Test Data: LinearSVC
and TFIDF

Parameters Score
Accuracy 0.52
Macro Precision 0.65
Macro Recall 0.38
Macro F1-score 0.35
Weighted precision 0.59
Weighted recall 0.52
Weighted F1-score 0.46

Table 8: Evaluation Metrics for Test Data: Word2Vec
and SVC

prevent biases and provide a more comprehensive
understanding of different degrees of depression.

Moving forward, our aim is to advance our
knowledge in the field of Natural Language Pro-
cessing (NLP) by exploring various models and
implementing them in different use cases to ana-
lyze signs of depression from social media texts
effectively.In addition,we have planned to work on
the various variants of BERT models for better un-
derstanding, such as DistilBERT. By undertaking
such endeavors, we can enhance our understanding
and contribute to the development of more robust
and accurate NLP techniques in detecting mental
health conditions.
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