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Abstract

An Automatic Speech Recognition systems
for Tamil are designed to convert spoken lan-
guage or speech signals into written Tamil text.
Seniors go to banks, clinics and authoritative
workplaces to address their regular necessities.
A lot of older people are not aware of the use
of the facilities available in public places or
office. They need a person to help them. Like-
wise, transgender people are deprived of pri-
mary education because of social stigma, so
speaking is the only way to help them meet
their needs. In order to build speech enabled
systems, spontaneous speech data is collected
from seniors and transgender people who are
deprived of using these facilities for their own
benefit. The proposed system is developed with
pretraind models are IIT Madras transformer
ASR model and akashsivanandan/wav2vec2-
large-xls-r-300m-tamil model. Both pretrained
models are used to evaluate the test speech ut-
terances, and obtained the WER as 37.7144%
and 40.55% respectively.

1 Introduction

The earliest known Old Tamil inscriptions are
found in Adichanallur and date back to the period
between 905 BC and 696 BC. These inscriptions
provide valuable insights into the early stages of
the Tamil language.Tamil employs an agglutina-
tive grammar system. This means that suffixes are
attached to words to convey various grammatical
features, such as noun class, number, case, verb
tense, and other categories. Tamil’s historical sig-
nificance and linguistic features make it a fascinat-
ing language with a rich cultural heritage. Now
a days all the people are using internet for their
everyday needs. Especially old-aged and transgen-
der who are deprived of education due to prejudice
of social. So speech is only tool to do their own
needs. In the present situation all people are using
smartphones to do their daily needs without any di-
rect visits to bank, hospital, etc. The integration of

a voice and speech recognition system in Tamil
would be highly advantageous for native Tamil
users who encounter difficulties with default for-
eign languages on their smartphones (Kiran et al.,
2017). It would elevate their user experience, facili-
tate accessibility, boost productivity, uphold the
language’s preservation, and encourage the cre-
ation of localized applications. In (Madhavaraj
and Ramakrishnan, 2019), two approaches were
employed to improve automatic speech recognition
(ASR) for Gujarati, Tamil, and Telugu languages.
The first approach involved data-pooling and phone
mapping, which combined the data by mapping
phones from the source languages to the target lan-
guage. The second approach utilized a multi-task
deep neural network (DNN) with a modified loss
function to train the ASR model using the pooled
data. This technique achieved relative reductions
in the WERs. (Kwon et al., 2016)Because of the
impact of speech articulation and speaking tenden-
cies, older individuals tend to exhibit slower speech
rates, longer pauses between syllables, and slightly
reduced speech clarity. Smart devices are now
not only extensively used by the younger genera-
tion but also by seniors, both indoors and outdoors
throughout the day. Thus, we concluded that im-
plementing a speech-recognition interface within
a smart device could enhance its user-friendliness
for the elderly and transgender. This feature would
be particularly valuable for senior citizens during
critical scenarios, including emergencies or situa-
tions where they might be physically restricted due
to a traumatic event. Numerous seniors encounter
uncertainty when attempting to utilize the provided
devices meant to aid them. Similarly, transgen-
der individuals, due to societal discrimination, are
often deprived of access to primary education, leav-
ing speech as their sole means of addressing their
requirements. The information pertaining to natu-
ral speech is gathered from elderly and transgender
individuals who are unable to avail themselves of
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such assistance.
The paper is organized as follows: the following
section gives a detailed description of pretrained
models used for our proposed work. Section 2 dis-
cusses the related work previously done for our
current work. Section 3 detailed description of
the data set used for this work. Discusses on the
recognition system and the various approaches used
for this work. Section 4 explains in detail the pre-
trained models used for the proposed work. Section
6 discusses on the results. Section 7 analysis on
the performance of each pretrained model. Section
8 concludes the paper and discusses the areas of
further improvement.

2 Related Work

The ASR system, which involves fine-tuning a
pretrained Wav2Vec2.0 XLSR model with CTC
(Connectionist Temporal Classification), has been
successfully developed. This system demonstrates
the ability to recognize speech samples and pro-
vide accurate transcriptions. The average Word
Error Rate (WER) achieved by the system is 0.58,
indicating a relatively low rate of transcription er-
rors. Similarly, the Character Error Rate (CER)
is 0.11(Akhilesh et al., 2022). In this paper, (Ro-
jathai and Venkatesulu, 2014), have PAC features
were extracted from input speech samples,the ex-
tracted features are Energy entropy, Zero crossing
rate and short time energy. The extracted PAC fea-
tures were trained by ANFIS system. The process
of recognition performance is validated based on
test words.This proposed method gave better results
with different noise levels compared to previous
methods. In this work (Martin et al., 2015) Show
the features extraction based on English phonemes
and language-independent inferred phones (IPs).
The Tamil language-independent inferred phones
(IPs) are achieved better performance. But it has
less number of speakers, So increasing number of
speakers to the model training to avoid over-fitting.
(Thamburaj et al., 2021), were presented the Deep
Neural Network and Membrane Bio Reactor design
for Tamil. A single vowel sound were linked with
Five different mono phones. The transcription was
linked with LM (Language Model). So that it will
decrease the impact of domain difference in AM.
The target of this work is preprocess the data in
order to remove noise and improve BRNN-SOM
classification method scheme gains high-accuracy.
SGf method was use for removing noise present in

the speech samples. We achieve highest SNR val-
ues. Preprocessing technique(Lokesh et al., 2019).
(S and N, 2017), show Reduce the feature vec-
tor dimension reduction using Linear Discrimi-
nant Analysis(LDA). LDA method is perform great
when compared to all other well known dimen-
sionality reduction methods like, PCA, MDS, LLE.
Deep Speech architecture is used by (Changram-
padi et al., 2022) and achieves 24% WER. The
accuracy depends on the training language model.
Tamil dialect recognition required to be region-
ally based spoken Tamil data to build independent
Tamil recognition system. (Nivetha S, 2020), ex-
plain the speech recognition system used Random
forest algorithm to identify isolated Tamil word.
Both MFCC and LPC features are extracted from
speech data. This algorithm gave better result and
took less time for training model building. In this
work, (Radha et al., 2012) show the HMM based
model used to build the speaker independent iso-
lated Tamil words recognition. Its achieved 88% ac-
curacy and 0.88 WER. But data set size is minimal
only 2500 words are used in this recognition sys-
tem. In this task, (Chakravarthi, 2020) author used
20,198 Tamil comments collected from YouTube.
Its includes women in STEM, LGBTIQ issues,
COVID-19, India China war and affairs of Dra-
vidian from YouTube comments. This data has two
or more languages used by a single speaker. The
data set is code mixed. Naive Bayes, KNN, and
SVM, logistic regression used to train the model
and use held-out test set to evaluate the trained
model. Evaluate the trained model. The result
is shown using precision, recall, F1-score. Find-
ings of the automatic speech recognition for vul-
nerable individuals are given in (Bharathi et al.,
2022). (S and B, 2022) (B et al., 2022), have pre-
trained Rajaram1996/wav2vec-large-xlsr-53-tamil
transformer model used for transformer based ASR
for Vulnerable Individuals in Tamil. In this pre-
tained model gave 39.65% WER.

3 Data Set Description

Tamil speech utterances are collected from the old-
aged people and transgender whose mother tongue
is Tamil. The recorded speech utterances of old-
aged people and transgender contains how those
people communicate in primary locations like bank,
hospitals and administrative office.The data set con-
tains 51 Speakers of literates, illiterates elders and
transgenders. People who have their primary edu-
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cation till sixth grade are considered literates while
collecting data. The duration of corpus is 7 hours
and 30 minutes. It is ensured that no audio recorded
from an individual is less than 5 minutes. No in-
terruption or overlap of other person voices in the
audio other than the speaker’s audio. The speech
files in the directories are in the WAV format. The
sampling rate of the speech utterances are 44kHz.
The speech corpus with 5.5 hours of transcribed
speech will be released for the training, and 2 hours
of speech data will be released for testing. Table 1.
shows that detailed description about the collected
speech utterances. More information about data
collection is explained in (B et al., 2023).

Speakers Literate Illiterate Total
Male 4 9 13

Female 7 24 31
Transgender 3 4 7

Table 1: Detailed Description of speech corpus

4 Proposed Work

Our proposed work, transformer model
of IIT Madras and transformer model
akashsivanandan/wav2vec2-large-xls-r-300m-
tamil-colab-final are used. The ASR model for
Indian languages described in the transformer
ASR model is created by IIT Madras follows a
espnet.nets.pytorch backend.e2e asr transformer,
E2Eself-attention mechanism architecture. The fol-
lowing stages are performed in ESPnet transformer
architecture.

Figure 1: Architecture of ESPnet Transformer Model

• Stage 0: Preprocessing the speech data includ-
ing transcription and dictionary creation.

• Stage 1: Extract the features from the speech
data using Kaldi toolkit.

• Stage 2: Create a JSON configuration file
to specify the details of the data preparation.
This file should include paths to of the audio
and transcript files, as well as other param-
eters like sampling rate, the language of the
text, etc, are dumped.

• Stage 3: Training the language model.

• Stage 4: Train the acoustic model using the
preprocessed data. Include the details such
as the number of epochs, batch size, learning
rate, etc.

• Stage 5: Evaluate the trained model on the
test speech utterances.

The transformer model
akashsivanandan/wav2vec2-large-xls-r-300m-
tamil model is a variant of the Wav2Vec2
architecture that has been fine-tuned specifically
for the Tamil language. The model has been
trained in an unsupervised learning manner, it
means the model doesn’t need explicit transcrip-
tions. The model was pre-trained using speech
signal from multiple sources including Babel,
Multilingual LibriSpeech (MLS), Common Voice,
VoxPopuli, and VoxLingua107. The sampling
rate of The original Common Voice dataset is
48kHz. However, training the XLSR model, To
ensure compatibility with the XLSR model’s
16kHz sampling rate, the Common Voice data was
resampled and adjusted from its original 48kHz
sampling rate to the desired 16kHz sampling rate.
This downsampling process was implemented to
align the data with the model’s requirements.

5 Implementation

The one of the pretrained model used in our pro-
posed work is ”akashsivanandan/wav2vec2-large-
xls-r-300m-tamil”. This is model is fine tuned
the XLSR model using the common voice Tamil
speech corpus. The other model used in the pro-
posed system is ”IIT Madras transformer ASR
model”. The IIT Madras transformer ASR model is
created using ESPnet transformer model:E2Eself-
attention mechanism employs Language model
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Figure 2: Sample recognised text using proposed system

has a 12-layer encoder and a variable decoder.
Each encoder layer incorporates self-attention and
2048 units of a feed-forward neural network and
ReLU activation. The decoder comprises six layers
for Indian languages, each featuring self-attention
and a 2048-unit feed-forward network. For Vox-
forge, there is a single layer with a 1024-unit feed-
forwaProceedings of the Second Workshop on Lan-
guage Technology for Equality, Diversity and In-
clusionrd network. 104.5 hours of Tamil Speech
data used for training, and unified processor was
used to generate lexicon.

The model akashsivanandan/wav2vec2-large-
xls-r-300m-tamil pretrained model used for test-
ing the spoken Tamil speech data. This pretrained
model is tuned by facebook/wav2vec2-large-xlsr-
r-300m-tamil using common voice Tamil data.
Wav2Vec2 uses a combination of convolutional
neural networks (CNNs) and self-attention mech-
anisms to learn speech representations from raw
audio waveform. By CNNs, it can extract local
acoustic features, while self-attention mechanisms
enable it to capture long-range dependencies in the
audio data. It can cognizant and process Tamil
speech data efficacious. The model take advantage

of a fusion of CNN and self-attention mechanisms
to learn powerful representations from raw audio
waveform. It has a larger capacity, allowing it to
capture complex patterns in the audio data. In this
model learning rate is 0.0003, training batch size
and testing batch size are 16 and 8. optimizer:
Adam with betas=(0.9,0.999) and epsilon=1e-08
are used for training. The speech corpus has 239
speech files for testing. The test speech data is
given as input to the both the pretrained system.
Once the speech recognition is completed the out-
put text transcription stored in a individual file.
Finally WER is calculated based on what transcrip-
tion got from recognition and target transcription
of the speech data which is used for testing.

6 Results

The word error rate (WER) is calculated using the
following equation,

WER =

(
S + I +D

N

)
(1)

where as,

• S is the number of substitutions
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• D is the number of deletions

• I is the number of insertions

• N is the number of words in the reference
transcriptions

S.no Model WER
1 Transformer model of IITM 37.71
2 akashsivanandan/wav2vec2-

large-xls-r-300m-tamil-colab-
final

40.55

Table 2: Performance of the proposed system using test
utterances

7 Discussion

From Table 2, both the pretrained model results are
shown. The IIT Madras transformer ASR model
WER is 37.71%. akashsivanandan/wav2vec2-
large-xls-r-300m-tamil-colab-final model WER
is 40.55%. IIT Madras transformer ASR
model gave a better result compared to another
one. akashsivanandan/wav2vec2-large-xls-r-300m-
tamil-colab-final does not have language model.
However IIT Madras transformer ASR has a lan-
guage model (LM). LM is used to boost recogni-
tion system should help the acoustic model. For
example ”Enkengu” word is correctly predicted by
a model which has LM, in other hand ”Enkengu”
word predicted as ”Enkanku”. It shows that LM
and region-based spoken Tamil data are used to
develop a better recognition ASR system.

8 Conclusions

An automatic speech recognition system is devel-
oped with a pretrained fine tune models which
is available publicly. The speech data is col-
lected from old-aged people and transgender whose
mother tongue is Tamil. The speech data contains
how the people access primary location in day to
day life. Evaluate the test speech samples using
pretrained models and calculated WERs. Going for-
ward, increase speech data and create our own train-
ing model with more region-based Tamil speech
data. This will enhance the performance of the
proposed system.
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