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Abstract

As world population increases, more people
are living to the age when depression or Major
Depressive Disorder (MDD) commonly occurs.
Consequently, the number of those who suffer
from such disorders is rising. There is a press-
ing need for faster and reliable diagnosis meth-
ods. This paper proposes a method to analyse
text input from social media posts of subjects
to determine the severity class of depression.
We have used the DistilBERT transformer to
process these texts and classify the posts across
three severity labels - ’not depression’, ’moder-
ate’ and ’severe’. The results showed the macro
F1-score of 0.437 when the model was trained
for 5 epochs with a comparative performance
across the labels.The team acquired 6th rank
while the top team scored macro F1-score as
0.470. We hope that this system will support
further research into the early identification of
depression in individuals to promote effective
medical research and related treatments.

1 Introduction

The role of deep learning (DL) is growing in impor-
tance when it comes to automating the diagnosis
and treatment of diseases, particularly in the field
of mental health. Mental health disorders are a ma-
jor cause of disability globally, as reported by the
World Health Organization (WHO).

Depression, or Major Depressive Disorder
(MDD), is denoted by symptoms such as low mood,
loss of interest in activities, and negative effects
on thoughts, behavior, motivation, and emotions,
which can even lead to suicide. The causes of de-
pression can be attributed to various factors, includ-
ing biological, social, and psychological influences.
According to WHO’s 2022 report (Freeman, 2022),
approximately 970 million people worldwide are
living with mental disorders, of which 28.9% are
depressive disorders.

While there are different treatment options avail-
able including psychological therapies like behav-

ioral activation and problem-solving therapy, self-
care plays a significant role in addressing depres-
sion. Accurate identification of mental health con-
ditions is vital for effective care, especially consid-
ering the shortage of psychiatrists in many areas.
Depression, as a prevalent mental health disorder,
requires early identification and a comprehensive
approach combining various treatment options to
tackle its significant impact on individuals and so-
ciety.

The following paper proposes a method to anal-
yse text input from social media posts of subjects
to determine the severity class of depression. Our
work covers the research question of how the ap-
plication of a developed typology for social me-
dia texts, which aims to detect depression severity,
contribute to effectively identifying subtle signs of
depressive disorders in tweets. We have used the
DistilBERT transformer to process these texts and
classify the posts across three severity labels - ’not
depression’, ’moderate’ and ’severe’.

2 Related Work

Studies have been carried out to detect the pres-
ence or absence of depression in individuals by
analysing any one or a combination of text, audio
and video inputs.

Islam et al. (2018) present their efforts to analyze
depression based on Facebook data obtained from
an online public source utilizing machine learn-
ing (ML) techniques. Their findings resulted in a
substantially enhanced accuracy and reduced clas-
sification error rates, demonstrating that Decision
Tree (DT) models outperform other simpler ML
methods.

(Sadeque et al., 2018) attempt to overcome the
shortcomings in accurately assessing model latency
during depression detection. They have identified
concerns regarding the widely used ERDE metric
and put forth an alternative measure called latency-
weighted F1, which effectively addresses these is-
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sues. Subsequently, this evaluation approach is
used to assess multiple models as part of the eRisk
2017 shared task on depression detection. Their
results showed more effective distinctions captured
between systems by using this metric.

Another study merges posts of users from two
platforms, Twitter and Facebook, in order to detect
the level of depression (Asad et al., 2019). This
research employs ML techniques to classify data
using Support Vector Machine (SVM) and Naïve
Bayes algorithms and potentially identify depres-
sion.

A survey-based study carried out by Zafar and
Chitnis (2020) indicated the increasing interest in
data-mining and analysis of information from so-
cial networking sites for recognizing depression
in users. Yasaswini et al. (2021) use tweets from
Twitter to examine users’ expressions and gain in-
sights into their emotional states. Their use of the
DistilBERT model for a binary classification of de-
pressed or non-depressed subjects resulted in an
enhanced accuracy.

With respect to DL models, a comparison study
was carried out by Senn et al. (2022). They con-
sidered three variants of BERT and four ensemble
models of these variants in classifying depression
using transcripts of responses to 12 clinical inter-
view questions. Their findings reveal that the uti-
lization of ensembles leads to improved mean F1
scores.

As part of DepSign-LT-EDI@ACL-2022, Janat-
doust et al. (2022) present a predictive ensem-
ble model that leverages the fine-tuned contextual-
ized word embeddings from DistilBERT, BERT,
RoBERTa and ALBERT base models. Their
findings demonstrated a performance surpassing
the baseline models across all evaluated metrics,
achieving an impressive 61% accuracy and F1
score of 54%.

A predictive model from text has also been devel-
oped using Long-Short Term Memory (LSTM) and
Recurrent Neural Network (RNN) models (Amanat
et al., 2022). The RNN is trained on text-based
data to recognize depression using semantics and
written content. With a 99.0% accuracy rate, this
framework performed better than frequency-based
DL models for textual detection, and has a lower
false positive rate.

Zavorina and Makarov (2021) use a transformer
encoder model for their research on voice-base de-
pression detection. In order to address the limited

size of the available dataset, the researchers ex-
tracted low-level features from audio recordings
and applied augmentation techniques. By lever-
aging these approaches, their network achieved a
recognition accuracy of 73.51% on the E-DAIC
database. Anantharaman et al. (2022) uses BERT
model for detecting depression from text while
Esackimuthu et al. (2022) uses AlBERT model
for depression detection.

3 Proposed System

Our depression detection system involves data pre-
processing, encoding, model building and predict-
ing the unseen test samples. Various experiments
were conducted and it was concluded that the Distil-
BERT model outperformed other models in terms
of accuracy, leading to its selection for text pro-
cessing. The model is implemented using Python’s
torch library based on the transformer architecture.
It takes the encoded input text and utilizes a pre-
trained "distilbert-base-uncased" model to generate
contextualized embeddings for each token. In order
to mitigate the risk of overfitting, a dropout layer
is included, employing a dropout rate of 0.1. Addi-
tionally, a linear classification layer is employed to
map the hidden state size of the DistilBERT model
to the desired number of output classes. As a result,
logits are obtained, representing raw scores that
indicate the likelihood of the input belonging to
each output class.

Our system comprises of the DistilBERT model
trained using the train and dev sets provided, over
5 epochs. The trained model was subsequently
evaluated on the test dataset, yielding an accuracy
of 47.9%.

4 Dataset and Methodologies Used

4.1 Dataset Used
The dataset used is provided as part of the
DepSign-LT-EDI@RANLP-2023 challenge (Kay-
alvizhi et al., 2022; Evans-Lacko et al., 2017;
Losada et al., 2017). It comprises labelled train-
ing and development sets of 7201 and 3245 texts
respectively. Testing is carried out over a set of
499 social media posts. The distribution of training
and development set data across the three severity
labels is seen in Table 1.

Dataset balancing has not been carried out as can
be seen in Table 1 where the number of samples
for the Severe class is much lesser than those for
the Not Depression and Moderate classes. Since
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Classes Train Dev Test

Not Depression 2755 848 135

Moderate 3678 2169 275

Severe 768 228 89

Total samples 7201 3245 499

Table 1: Class distribution over train, dev and test sets

the dataset focuses on social media texts, this may
limit its generalizability to other forms of commu-
nication or contexts. It also may not capture the
impact of external factors, such as cultural differ-
ences, language variations, or contextual elements,
which can influence the interpretation of social me-
dia texts and the detection of depression.

4.2 DistilBERT

DistilBERT is a transformer-based text model used
in tasks involving Natural Language Processing
(NLP) like translation and text classification (Sanh
et al., 2019). Although based on the BERT network,
it relies on the idea of knowledge distillation during
the pre-training phase itself to reduce the size of the
model and make it faster. The DistilBERT architec-
ture comprises several transformer layers that are
each fed a sequence of contextualized embeddings
generated by encoding the input text. The trans-
former layers learn to grasp connections among the
tokens within the sequence, resulting in the produc-
tion of more significant representations of the input
text.

4.3 Implementation Modules

The system comprises of two modules correspond-
ing to the stages of training and testing. The train-
ing module is where the DistilBERT model is de-
fined. The model takes the train and development
set as input and performs training for 5 epochs.
On completion of training, the model is evaluated
with the development dataset and the parameters
are tweaked. The final model is saved for later use.

The testing module loads the previously trained
model and then feeds the test set as input to it. The
model is used to classify the test inputs as one of
the three depression severity classes.

The results of testing are evaluated against the
expected outcomes in terms of accuracy for the
whole set and class-wise. The confusion matrix

is also plotted in order to better analyse the per-
formance of the model for individual classes and
check for scope of improvements.

5 Results and Discussion

The performance of DistilBert model trained on de-
pression dataset is evaluated on test dataset to pre-
dict the output depression class labels. The overall
performance of the system was determined across
several metrics including accuracy and weighted
and macro averaged values of precision, recall and
F1-Score and is tabulated in Table 2. The system
achieved the macro F1 score of 0.437 and secured
6th rank while the first rank team achieved 0.470
macro F1 score.

Metric Value

Accuracy 0.479

Macro Precision 0.501

Macro Recall 0.436

Macro F1-Score 0.437

Weighted Precision 0.509

Weighted Recall 0.479

Weighted F1-Score 0.475

Table 2: Performance metrics for test dataset

Accuracy measures the effectiveness of classifi-
cation models by determining the proportion of ac-
curate predictions out of the total predictions made,
represented as a percentage while F1 score gives
the blend of precision and recall. The class-wise
accuracy and F1-scores of the model are depicted
in Table 3. We can infer that the classes ‘not de-
pression’ and ‘moderate’ have a better accuracy
compared to the ‘severe’ class. Similarly, these
classes have a higher F1-score as well, compared
to the ‘severe’ class label.

Classes Accuracy F1-Score

Not Depression 54.81 0.54

Moderate 52.36 0.44

Severe 23.59 0.34

Table 3: Individual class accuracy for test data
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The confusion matrix was also visualized over
the results for a better class-wise comparison as
seen in Table 4. This matrix also presents the scope
of improvement of model performance for individ-
ual classes.
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Not Depression 74 59 2

Moderate 118 144 13

Severe 12 56 21

Table 4: Confusion matrix for test dataset

It is noticed from Table 3 that the accuracy for se-
vere class is half of the other classes. It is inferred
that the reason for this low score is because the
total number of samples in severe class is very less
for learning when compared to the moderate and
non depression classes. Also from the confusion
matrix in Table 4, the severe cases are classified
as moderate, since most of the severe class sen-
tences more or less give the meaning of moderate
depression class. There is a thin line dividing the
moderate and severe class.

It is also noticed that 59 non-depression cases
are considered as moderate and 2 as severe, which
leads to a major problem. These non-depression
classes need to be given more importance as we
are mainly concentrating on the depression classes
alone. We have to investigate more on the meth-
ods to differentiate these classes in a fine-grained
manner in future.

6 Conclusion and Future Work

Our DistilBERT model was trained by combining
both the train and dev sets of data, but other ap-
proaches could consider these separately and im-
prove the model through a validation phase post
training. Another technique that can improve train-
ing is running the model for a larger number of
epochs, allowing for more iterations and poten-
tially better learning. Prior to training and testing,
it is also crucial to ensure the cleanliness of the text
data, as incorrect encoding and decoding can lead
to the loss of important information.

While this study focuses on detecting depression

through social media postings it can be extended
for analysis of longer texts that could also be speech
transcripts. However, analyzing longer sequences
of text poses a challenge as prevalent models in
NLP typically have limited input lengths.

While mental health awareness has increased,
there is still a stigma associated with depression.
The implications for society with the availability
of a rapid and reliable depression detection system
are immense. Early identification of such condi-
tions can result in enhanced treatment results and a
higher standard of living for individuals impacted
by them.
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