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Abstract

Hope is a cheerful and optimistic state of mind
which has its basis in the expectation of posi-
tive outcomes. Hope speech reflects the same
as they are positive words that can motivate
and encourage a person to do better. Non-hope
speech reflects the exact opposite. They are
meant to ridicule or put down someone and
affect the person negatively. The shared Task
on Hope Speech Detection for Equality, Diver-
sity, and Inclusion at LT-EDI - RANLP 2023
was created with data sets in English, Span-
ish, Bulgarian and Hindi. The purpose of this
task is to classify human-generated comments
on the platform, YouTube, as Hope speech or
non-Hope speech. We employed multiple tradi-
tional models such as SVM (support vector ma-
chine), Random Forest classifier, Naı̈ve Bayes
and Logistic Regression. Support Vector Ma-
chine gave the highest macro average F1 score
of 0.49 for the training data set and a macro av-
erage F1 score of 0.50 for the test data set. We
ranked 1st for this task in the English language.

1 Introduction

With the world around us developing at an incom-
prehensible speed and the advent of the ‘Digital
Age,’ the way we communicate has fundamentally
evolved. Technology has become a pivotal role in
ensuring connectivity among humans in the form
of calls, messages and most importantly, social me-
dia. Social media is a platform for people to create,
share and collaborate their ideas, information and
opinions with each other virtually. The number
of users only keeps increasing and these platforms
show no signs of slowing down. (Drus and Khalid,
2019) Social media is a platform of the masses, for
the masses.

While social media is a great tool to enable, en-
tertain and equip people, it has its own drawbacks.
Not every user has positive intentions while us-
ing popular platforms like Facebook and Twitter.
This may lead to presence of unwanted content and
comments that can range from discouragement to
targeted hate speech. Detrimental speech on such
platforms have an extended psychological impact
on the victim of such comments (Gongane et al.,
2022). To ensure the cleanliness and positive en-
vironment of such platforms, it is quintessential to
identify such texts and moderate them.

Applying sentiment analysis using data from so-
cial media platforms is a great tool to analyse and
understand the feelings of the general population
(Chauhan et al., 2021). Sentiment analysis is a
process where multiple people’s opinions, views,
feelings and emotions are analysed based on differ-
ent projects, topics and general discourse. It is also
known as opinion mining (Wankhade et al., 2022).
Sentiment analysis is an incredibly useful tool to
automate the detection of negative comments on
social media by analysing the sentiments from the
user-generated text. Both supervised and unsuper-
vised learning can be applied to perform sentiment
analysis. The only drawback of performing super-
vised learning is that high-quality training data with
proper labels are required for the model to predict
accurately. Due to the non-requirement of a la-
belled training data, unsupervised learning is more
robust and can be used more widely to perform
sentiment analysis (Neri et al., 2012).

The given task is related to detecting Hope
speech and non-Hope speech from user-generated
text on the popular video-sharing platform,
YouTube. Hope being a positive sentiment, caters
to increasing the general positivity of the social me-
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dia platform and thus improving the mood of users
alike.(Chakravarthi, 2020) Hope speech therefore
contributes the same and helps motivate, encourage
and inspire individuals on the platform. Non-hope
speech being a negative sentiment has an adverse
impact on the social media environment by propa-
gating negative feelings through the users. Detect-
ing and moderating these comments is imperative
to create an inclusive and safe space for millions of
users to share a part of themselves.(Chakravarthi
et al., 2022)

The text in the given text is in the form of code-
mixed data. Usually, on social media, most data is
not grammatical in nature and has some words and
phrases from the native language but in non-native
scripts. (Chakravarthi et al., 2020) In our data set,
the text is code-mixed in English-Tamil. This can
be attributed to the ease of typing in the Roman
script on social media while conveying the same
intended sentiment. (Patra et al., 2018)Being able
to write code-mixed text on social media provides
users with a wider choice to express themselves
freely and more accurately.

The paper is organized as follows: section 2 per-
tains to related works as per the literature survey;
section 3 is related to the task and data descrip-
tion; section 4 pertains to the methodology used
to perform this task; section 5 shows the results
and analysis of the results and section 6 entails the
conclusion.

2 Related Works

Opinion mining or sentiment analysis is a growing
field with increasing applications on social media
and e-commerce platforms. To cater to the same,
extensive research is going on in this field to build
the most efficient and robust models which range
from Multi-Layer Models (MLMs) to Natural Lan-
guage Processing(NLP) models. Research con-
ducted by (Vijayakumar et al., 2022) used the trans-
former model, ALBERT for doing hope speech
detection in the English, Tamil, Malayalam and
Kannada language.

A new Convolutional Neural Network(CNN)
based model was proposed by (Chakravarthi, 2022)
that outperformed other traditional models for de-
tecting hope-speech. Both binary hope speech clas-
sification as well as multi-class hope speech clas-
sification was performed by (Balouchzahi et al.,
2022). The binary task involved only two labels
whereas the multi-class task involved three labels.

Multiple traditional, transformer and deep learning
models were applied on the dataset.

A logistic regression classifier was applied by
(Palakodety et al., 2019) with a L2 regularization
whose results indicated that a hope-speech clas-
sifier with good precision and recall can be con-
structed.

Models based on Long Short Term Memory
(LSTM) network, deep learning and hybrid learn-
ing on the Tamil and Malayalam language dataset
were used by (Saumya and Mishra, 2021). The
best performing model on the English dataset
was the 2-parallel CNN-LSTM that used GloVe
and Word2Vec embeddings. The best performing
model on the Malayalam dataset was the 3-parallel
Bi-LSTM.

Multiple transformer models for hope speech
detection in the English, Tamil and Malayalam lan-
guages were applied by (Ghanghor et al., 2021) .
The models applied were the multilingual m-BERT-
cased, XLM-Roberta(XLMR), and IndicBERT.
Among these models, the m-BERT-cased model
gave the best F1-score.

Hope detection was done by (Chinnappa, 2021)
for three language data sets in Tamil, English and
Malayalam. They applied language models that
include Compact Language Detector 2, Compact
Language Detector 3, langid, textblob language
detector, and langdetect. The experimental results
from the same showed that detecting hope detection
from text is a difficult task especially with code-
mixed data.

These papers exhibit the versatility of the models
that can be applied to perform sentiment analysis
on comments from social media. Based on litera-
ture survey, we decided to apply traditional models
with the application of a simple transformer model
for a more accurate classification of text.

3 Task and Data Description

The shared Task on Hope Speech Detection for
Equality, Diversity, and Inclusion at LT-EDI -
RANLP 2023(Kumaresan et al., 2023) is intended
to determine whether the text was Hope speech
or non-Hope speech. The data set was available
for four languages, English, Hindi, Bulgarian and
Spanish, but we submitted the English data set
only. The data set consisted of two fields: Text and
Labels which were gathered from YouTube com-
ments. The training data set consisted of around
18191 texts out of which 16630 were labelled as
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non-Hope speech and 1561 were labelled as Hope
speech. The development data set for English con-
sisted of 4547 comments out of which 4148 were
labelled as non-Hope speech and 399 were labelled
as Hope speech. The test data had 4805 texts out
of which 4783 were classified as non-Hope speech
and 22 were classified as Hope speech.

Figure 1: Distribution of data

Figure 2: Description of Data

4 Methodology

Multiple traditional models were employed to
identify which texts were hope speech from the
YouTube comments given in the data set.

4.1 Data Preprocessing and Cleaning

To convert the raw data into readable data for the
model, we performed various data cleaning pro-
cesses.

1)Firstly, all punctuation and emoticons were re-
moved from the text. All the text data was then con-
verted to lower case to create uniformity in the data
set. It is important to remove signs and emoticons
as the model solely focuses on the words them-
selves and has no requirement for punctuation and
emoticons.

2)It is important to remove stop words as they
are redundant words that do not have any signifi-
cant contributions to the sentiments of the analysed
texts. Using the nltk library, we removed the En-
glish stop words as well as extended the list to
include stop words in Tamil. This was done as the

text consisted of words in Tamil(code-mixed) in
addition to English.

3)Machine learning models generally take math-
ematical inputs in the form of numbers or 2D-
arrays. Considering that the existing data is in
the form of raw text, it is necessary to transform
them into a vector. The vectorizer we employed
is the Term frequency-inverse document frequency
(TF-IDF) vectorizer to transform the given texts
into its vector form. Here, term frequency refers
to how important a specific term is in a document
whereas inverse document frequency refers to the
weight of the term. The weight is reduced if the
term is scattered all over the document.

4.2 Feature Extraction
The Language Agnostic BERT Sentence Embed-
ding model(Feng et al., 2022) is a model released
by Google which is based on the BERT model.
It focuses on Bi-text mining and sentence embed-
ding tasks. The tokenization algorithm that is used
by LaBSE is WordPiece which was developed by
Google to pretrain the BERT model. LaBSE’s ar-
chitecture is a dual-encoder model with two en-
coders that encode source and target sentences in-
dependently. The encodings are then passed to a
scoring function where it is ranked based on sim-
ilarity. (Miłkowski et al., 2022) used LaBSE to
aid in classification of sentiment polarization. It
was proved that language-agnostic representations
are quite efficient. The best results were obtained
for the LaBSE embeddings and the same was im-
plemented in their online service. We applied the
LaBSE model for embedding the preprocessed text.
These embeddings were fed to the classifier model
for classifying the text based on the labels of emo-
tions associated with them.

4.3 Classification model
To classify the text data, we experimented with
multiple traditional models that include SVM, Ran-
dom Forest, Naı̈ve Bayes and Logistic regression
as well as the simple transformer model, LaBSE.
After evaluating the metrics of multiple models, we
focused on combining the LaBSE feature extrac-
tion model along with the SVM classifier. Support
Vector Machine is a popular supervised learning
algorithm used mainly in classification problems.
It operates by creating a decision boundary that
separates n-dimensional spaces into classes so that
a new data point can be assigned to its relevant
category.
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5 Results and Analysis

5.1 Performance Metrics:

The sklearn metrics library provides the classifica-
tion report for evaluation of the performance of the
model. It consists of the following metrics:

1) Precision: Precision is defined as the ratio of
true positives to sum of true and false positives.

2) Recall: Recall is defined as the ratio of true
positives to sum of true positives and false nega-
tives.

3) F1-Score: The F1 is the weighted harmonic
mean of precision and recall. The closer the value
of F1 is to 1, better is the performance of the model.

4) Support: Support is the number of actual oc-
currences of the class in the data set.

5.2 Results

The classification report was applied on the de-
velopment data after training the model using the
training data.

It is observed that the overall accuracy on the
development data is 0.90 which is higher compared
to the 0.68 accuracy of the Naı̈ve Bayes model and
0.68 accuracy of the Logistic Regression model.

Upon testing the accuracy of the data on the
unlabelled test data against the labelled test data
(released after evaluation), the accuracy score was
found to be 0.99105. The rank list released by
the organizers of the task ranked our model at 1st
position with a macro F1 score of 0.50.

Figure 3: Classification Report for SVM on Dev Data

Figure 4: Classification Report for SVM on Test Data

6 Conclusion

Through the scope of this paper, we have explored
and presented a traditional model coupled with a
simple sentence transformer model (LaBSE) to per-
form classification of Hope-speech and non-Hope
speech on the given data by DravidianLangTech in
the English language. It was noted that SVM gave
the best performance metrics against other tradi-
tional models with a macro F1 score of 0.50. It is
our belief that the classification can be improved
by applying deep learning models on the given data
set to obtain a higher accuracy.
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