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Introduction

Welcome to the inaugural Workshop on Matching from Unstructured and Structured Data - MATCHING
2023!
Matching is a fundamental task with wide-ranging applications, encompassing search, recommendation
systems, and data integration, among others. Given the proliferation of social media and e-commerce
platforms, the ability to match information from both structured and unstructured sources has become
increasingly crucial. At its core, matching aims to identify pairs of entries in two collections that sha-
re common properties. For instance, in the realm of HR platforms/services, matching resumes to job
descriptions plays a pivotal role. Similarly, online booking platforms/services strive to match customer
preferences with suitable businesses, such as hotels, restaurants, and real estate establishments. Beyond
these entity matching examples, matching techniques find frequent application in various domains, such
as matching customer reviews about a product to customer queries, aligning snippets of web documents
with search queries, and matching user responses in Q&A platforms to new questions, etc. Consequently,
matching tasks can take diverse forms based on the type of input source (structured vs. unstructured), the
downstream application (e.g., search, conversation, recommendation), and ethical considerations (e.g.,
bias and transparency).
The primary objective of this workshop is to facilitate collaboration between research communities in
academia and industries related to several domains, including natural language processing, language
generation, deep learning, conversational AI, information extraction, data integration, knowledge graphs,
and human-centered computing. For this inaugural edition of the Matching Workshop, we received 15
original research submissions and 12 application of papers that were accepted as Findings of ACL2023.
Thanks to the diligent efforts of our Program Chairs and Program Committee members, we were able
to curate a collection of 9 original research contributions (with an acceptance rate of 60%) and also 5
findings papers to be presented during the Workshop’s technical sessions.
In addition to the research papers, the Matching Workshop will host an exciting lineup of four distingui-
shed invited speakers and a panel discussion, providing participants with an opportunity to engage with
leading researchers from academia and prominent industries.
Keynote Speakers. We are pleased to have the following invited speakers: William W. Cohen (Princi-
pal Scientist at Google Research), Ndapa Nakashole (Assistant Professor of Computer Science at the
University of California, San Diego), Alan Ritter (Associate Professor in the School of Interactive Com-
puting at Georgia Tech) and Sameer Singh (Associate Professor of Computer Science at the University
of California, Irvine).
Panel Discussion. In recent years, large language models have emerged as influential forces driving
both research and development. However, the impact of these models on downstream tasks remains un-
certain and inadequately understood. As exemplified by numerous events publicized in the media, the
embedded bias within these models can lead to catastrophic consequences. Consequently, we aim to
foster a robust discussion on this topic by inviting researchers from academia and relevant industries.
The panel discussion will count on six panelists and will revolve around the theme Matching in the Era
of Large Language Models: Assessing the Good, the Bad, and the Ugly. The panelists are Renée Mil-
ler (University Distinguished Professor of Computer Science at Northeastern University), Niket Tandon
(Senior Research Scientist at the Allen Institute for AI), Barbara Plank (Full Professor and Chair for AI
and Computational Linguistic at the Ludwig-Maximilians-Universitat Munchen and Full Professor at the
IT University of Copenhagen), AnHai Doen (Vilas Distinguished Achievement Professor in the Depart-
ment of Computer Science at the University of Wisconsin) and Lei Li (Assistant Professor in Computer
Science Department at University of California Santa Barbara).
We extend our congratulations to the authors of the accepted papers and express our gratitude to all
authors who submitted their work, members of the Program Committee, Mentors and Mentees who
participate in the Matching Workshop Mentoring Program and the entire ACL main conference organi-
zing team. We would like to specially thank Megagon Labs (http://www.megagon.ai) for supporting our
workshop and hosting the website of this event: https://megagon.ai/matching-2023/
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Keynote Talk: Invited 1
William Cohen

Google
2023-07-13 – Room: Room 1

Abstract: Invited Talk I -

Bio: William W. Cohen is a Principal Scientist at Google. He received his bachelor’s degree in Computer
Science from Duke University in 1984, and a PhD in Computer Science from Rutgers University in
1990. From 1990 to 2000 he worked at AT&T Bell Labs and later AT&T Labs-Research, and from
April 2000 to May 2002 he worked at Whizbang Labs, a company specializing in extracting information
from the web. From 2002 to 2018, he worked at Carnegie Mellon University in the Machine Learning
Department, with a joint appointment in the Language Technology Institute, as an Associate Research
Professor, a Research Professor, and a Professor. He is a past president of the International Machine
Learning Society, and was General Chair for the 2008 International Machine Learning Conference, held
July 6-9 at the University of Helsinki, in Finland; Program Co-Chair of the 2006 International Machine
Learning Conference; and Co-Chair of the 1994 International Machine Learning Conference. He is a
AAAI Fellow, and was a winner of the 2008 SIGMOD Test of Time Award for the most influential
SIGMOD paper of 1998, and the 2014 SIGIR Test of Time Award for the most influential SIGIR paper
of 2002-2004.
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Keynote Talk: Invited 2
Ndapa Nakashole

University of California San Diego
2023-07-13 – Room: Room 1

Abstract: Invited Talk II -

Bio: Ndapa Nakashole is an Assistant Professor of Computer Science at the University of California,
San Diego. Prior to this, she was a postdoctoral fellow in the Machine Learning department at Carnegie
Mellon University. She obtained her PhD from the Max Planck Institute for Informatics, and Saarland
University. She is a recipient of an NSF CAREER award, and an Otto Hahn Medal by the Max Planck
Society for her dissertation.
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Keynote Talk: Invited 3
Alan Ritter

Georgia Institute of Technology
2023-07-13 – Room: Room 1

Abstract: Invited Talk III -

Bio: Alan Ritter is an associate professor in the School of Interactive Computing at Georgia Tech. His
research interests include natural language processing, with a focus on information extraction and data
driven chatbots. He completed his Ph.D. at the University of Washington and was a postdoctoral fellow in
the Machine Learning Department at Carnegie Mellon University. His research aims to solve challenging
technical problems that can help machines learn to read vast quantities of text with minimal supervision.
In a recent project, covered by WIRED, his group built a system that reads millions of tweets for men-
tions of new software vulnerabilities. Alan is the recipient of an NSF CAREER award and an Amazon
Research Award.
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Keynote Talk: Invited 4
Sameer Singh

University of California Irvine
2023-07-13 – Room: Room 1

Abstract: Invited Talk IV -

Bio: Dr. Sameer Singh is an Associate Professor of Computer Science at the University of California,
Irvine (UCI). He is working primarily on the robustness and interpretability of machine learning algo-
rithms and models that reason with text and structure for natural language processing. Sameer was a
postdoctoral researcher at the University of Washington and received his Ph.D. from the University of
Massachusetts, Amherst. He has received the NSF CAREER award, UCI Distinguished Early Career
Faculty award, the Hellman Faculty Fellowship, and was selected as a DARPA Riser. His group has
received funding from Allen Institute for AI, Amazon, NSF, DARPA, Adobe Research, Hasso Plattner
Institute, NEC, Base 11, and FICO. Sameer has published extensively at machine learning and natural
language processing venues and received conference paper awards at KDD 2016, ACL 2018, EMNLP
2019, AKBC 2020, ACL 2020, and NAACL 2022. (https://sameersingh.org/)
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