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Abstract
This paper proposes a method to develop a machine translation (MT) system from Myanmar
Sign Language (MSL) to Myanmar Written Language (MWL) and vice versa for the deaf
community. Translation of MSL is a difficult task since only a small amount of a parallel
corpus between MSL and MWL is available. To address the challenge for MT of its being a
low-resource language, transfer learning is applied. An MT model is trained first for a high-
resource language pair, American Sign Language (ASL) and English, then it is used as an
initial model to train an MT model between MSL and MWL. The mT5 model is used as a
base MT model in this transfer learning. Additionally, a self-training technique is applied to
generate synthetic translation pairs of MSL and MWL from a large monolingual MWL corpus.
Furthermore, since the segmentation of a sentence is required as preprocessing of MT for the
Myanmar language, several segmentation schemes are empirically compared. Experiments
show that both transfer learning and self-training can enhance the performance of the translation
between MSL and MWL compared with a baseline model fine-tuned from a small MSL–MWL
parallel corpus only.

1 Introduction

In Myanmar, approximately 1.1 M of the population is deaf or has a hearing impairment.1

Hard-of-hearing people have difficulty comprehending spoken languages because they cannot
distinguish sounds. They mostly rely on Myanmar Sign Language (MSL) for communication
instead of voice. Since the structure of the grammar, syntax, and lexicon of MSL are different
from Myanmar Written Language (MWL), both deaf and hearing people find it rather difficult

1https://themimu.info/disabilities-dashboard
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to learn. In 2010, the Myanmar government launched a project to establish a standard sign
language with the aid of the Japanese Federation of the Deaf (Swe, 2010). This highlights the
importance of supporting and promoting MSL to ensure the deaf community has equal access
to education and opportunities in Myanmar. Currently, a relatively small number, 0.006% of
deaf people have a university education. This percentage is significantly smaller than that for
the general population of Myanmar. However, there are few (and limited) assistive technolo-
gies available for them. Therefore, deaf people require appropriate ways or tools to enhance
communication with hearing people as well as to support their education.

Nowadays, machine translation (MT) plays a role in breaking down language barriers and
improving communication between people from various cultures and backgrounds. However,
translating low-resource languages is still challenging. One of the solutions to this problem is
transfer learning. Transfer learning in MT allows models to use knowledge acquired from other
languages to enhance their performance in the target language. It can reduce the costs of the
construction of large parallel corpora, enabling the development of high-quality MT systems
for low-resource languages. Another technique to tackle the sparseness of the data is semi-
supervised learning with self-training, which can construct a parallel corpus automatically.

The goal of this paper is to develop a system to translate MSL to MWL and vice versa. This
is a difficult task since the available parallel corpora are very limited. To address the challenge of
translating this low-resource language, we propose an approach that combines transfer learning
and self-training. Although a few studies have so far been made of the translation of MSL
as will be reported in subsection 2.2, there has not been any previous attempt to apply those
two techniques to the translation of MSL. We also carry out several experiments to empirically
investigate how effective the transfer learning and self-training are.

2 Related Work

2.1 Machine Translation for Low-Resource Languages Using Transfer Learning
Many researchers have explored the use of transfer learning for MT, particularly in low-resource
scenarios. Zoph et al. (2016) prove that transfer learning significantly improves BLEU scores
for low-resource languages in neural machine translation (NMT). Their method involves train-
ing an MT model for a high-resource language pair (the parent model) and transferring some
information from it to an MT model for a low-resource language pair (the child model) by using
the parameters of the parent model as the initial parameters of the child model. Experimental
results show that the performance of the baseline NMT models is improved by an average of
5.6 BLEU on four low-resource language pairs. Dabre et al. (2017) present how the selection
of a parent model influences the performance of child models in transfer learning for NMT. The
authors analytically show that the use of a parent model with a source language that is the same
or linguistically similar to that of a child model yields the best achievement.

Kocmi and Bojar (2018) propose a simple transfer learning method for NMT under low-
resource conditions, where a parent model for a high-resource language pair is first trained
and then the training is continued by replacing a training corpus with a low-resource language
pair. Unlike the method of (Zoph et al., 2016) where the target language of the parent model is
supposed to be the same as that of the child model, any language pairs can be used to train the
parent model in their method. The child model performs significantly better than the baseline
trained on the parallel corpus of low-resource pairs only, even when unrelated languages with
different alphabets are used for training the parent model. The authors claim that it is the first
attempt to apply this method to various languages.

Maimaiti et al. (2022) propose a language-independent Hybrid Transfer Learning (HTL)
method for improving the quality of the translation in NMT for low-resource languages. They
point out that the quality of the translation of NMT for morphologically rich languages tends
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Figure 1: Difference of Grammatical Structure between Myanmar Sign and Written Languages.

to be insufficient due to the sparseness of the data. The suggested HTL approach shares lex-
icon embeddings between the parent and child languages without using back translation or
adding noise manually. According to experimental results, the model trained by the proposed
HTL technique consistently exceeds five state-of-the-art methods in the translation of two low-
resource languages, namely, Azerbaijani and Uzbek.

2.2 Machine Translation for Myanmar Sign Language
Translation of MSL has been a challenging research topic due to the limited amount of avail-
able parallel data, which is difficult to construct. Thus, there are few previous studies on MT
for MSL. Moe et al. (2018a) evaluate the quality of automatic translation between MSL and
MWL using three different statistical machine translation (SMT) approaches and three distinct
segmentation schemes and report that Operation Sequence Model and Hierarchical Phrase-
based SMT with the syllable-based segmentation achieve the highest performance for trans-
lation of MSL → MWL and MWL → MSL, respectively. The same authors explore NMT
approaches and four different segmentation schemes (Moe et al., 2018b). The model based
on Transformer (Vaswani et al., 2017) outperforms the Convolutional Neural Network and Re-
current Neural Network in their experiments. They also investigate the utility of unsupervised
neural machine translation (U-NMT) on low-resource language pairs, specifically MSL and
MWL (Moe et al., 2020). Several monolingual corpora are used and compared for training the
NMT model. The highest BLEU score is obtained when the myPOS corpus (Hlaing et al., 2022)
is used.

3 Myanmar Sign Language

This section briefly introduces the characteristics of MSL, which is the primary communication
language for deaf people in Myanmar. To convey meaning, there are two types of features:
manual features and non-manual features. The manual features can be categorized into three
types: hand shape, hand location, and orientation, which represent words and concepts. To
convey additional meanings, MSL also incorporates non-manual features such as movements
of the head, eyes, eyebrows, mouth, shoulders, and facial expressions. The facial expressions
represent questions, negation, relative clauses, boundaries between sentences, and the argument
structure of some verbs. For example, MSL uses non-manual marking, similar to American
Sign Language (ASL), to convey yes-or-no questions. That is done by raising the eyebrows and
moving the head forward (Boundreault and Mayberry, 2006).

MSL is a natural language with a diverse variety of linguistic features such as grammar,
vocabulary, word order, and so on. Such linguistic features are distinct from those of the written
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language of Myanmar. The Myanmar language is tonal and syllable-based, whereas MSL relies
on visual-spatial elements to convey meaning. Additionally, the grammar of MSL and MWL
is different. For instance, the grammatical structures of the sentence “Do you travel often?” of
MSL and MWL are shown in Figure 1. The word order of MWL is “you,” “travel,” “often,”
and “go” followed by the question mark. In contrast, in MSL, the words “often” and “go” are
switched reflecting the visual-spatial nature of the sign language. In addition, the question mark
is omitted from the word sequence and indicated by a non-manual gesture. That is, they raise
their eyebrows to indicate that the sentence is a question.

This study focuses on translating word sequences from MSL to MWL and vice versa.
Sentences in MSL are conveyed using glosses, which serve as textual representations of signs.
As such, this endeavor can be categorized as a text-to-text translation task, akin to conventional
machine translation tasks. Our research may pave the way for a comprehensive system that
facilitates seamless conversion between MSL and MWL. However, it’s worth noting that while
our current approach can convert an MSL gloss into a sign or gesture, it doesn’t account for non-
manual features – only the manual features represented by words are considered. Expanding
the translation process to encompass both manual and non-manual features of MSL remains a
challenge for future endeavors.

4 Proposed Method

This section describes our proposed method for translation between Myanmar sign and written
languages. We use Multilingual Pre-trained Text-to-Text Transfer Transformer (mT5) (Xue
et al., 2021) as a base translation system, which is multilingual extension of the Text-to-Text
Transfer Transformer (T5) (Raffel et al., 2020). Figure 2 shows a flowchart to train our MT
model. Our method consists of two basic methodologies. The first is transfer learning. Firstly,
the parent MT model is obtained by fine-tuning the mT5 model using a parallel corpus of high-
resource languages, ASL and English. Then the child MT model is trained by fine-tuning
the parent model using a relatively small amount of a parallel corpus of the source and target
languages. The other basic method is self-training. A new parallel corpus of MSL and MWL
is obtained by translating sentences in a monolingual corpus using the initial child MT model.
The final MT model is obtained by fine-tuning the parent MT model using the enlarged parallel
corpus.

4.1 Preprocessing
For preprocessing, sentences in MSL and MWL are segmented into a sequence of tokens. In
this study, the following three segmentation schemes are used to split both MSL and MWL
sentences and compared in the experiments.

Word-based Segmentation A sentence is divided into a word sequence by using spaces. In
this study, we manually segment the sentences of MWL using the word-based segmenta-
tion rules defined in the previous work (Win et al., 2015). For MSL sentences, segmenta-
tion is also manually carried out based on the meaningful MSL word units.

Syllable-based Segmentation Myanmar words consist of multiple syllables that usually com-
prise two or more characters. These syllables are also considered as the basic units for
pronouncing Myanmar words. To effectively segment Myanmar syllables, rule-based ap-
proaches such as a context-free grammar (Tin, 2012) or regular expressions (RE) can be
used. We use the RE-based Myanmar syllable segmentation tool called sylbreak.2 By
syllable-based segmentation, the pronunciation of Myanmar words can be accurately rep-
resented and effectively used in the machine learning process.

2https://github.com/ye-kyaw-thu/sylbreak
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Figure 2: Overview of Proposed Method.

Byte-pair Encoding (BPE)-based Segmentation BPE is a method to segment a sentence into
subword units. It is particularly effective for handling out-of-vocabulary words, which are
words that are not present in the training data. Since BPE builds up a subword vocabulary
by merging the most frequently occurring characters, it can handle rare or unknown words
by representing them as a combination of common subword units (Sennrich et al., 2016).
This study builds the BPE model for segmentation using the subword Neural Machine
Translation (subword-nmt)3 library from the large monolingual corpus of MWL, myPOS
corpus, of which the details are described in 5.1.3.

Although the mT5 model has its own tokenizer, in our method, the sentences are split into
words, syllables, or BPE by a space and fed into the mT5 model. They are re-tokenized by the
mT5 model.

4.2 Transfer Learning
Two methods of transfer learning are applied. The first one is to transfer the knowledge obtained
from the general pre-trained language model to the task-specific model. Specifically, we use
the pre-trained mT5 model, which is applicable to any text-to-text task, for various languages.
Among the available five pre-trained mT5 models with different sizes, we choose mT5-Base,
which has 580 million parameters.4 This model is fine-tuned for MT using several parallel
corpora.

Another method of transfer learning is a two-step fine-tuning of the mT5 model. First,
the parallel corpus of ASL and English is used for fine-tuning the parent MT model. Although
the source and target languages are not the Myanmar languages, a relatively large amount of
parallel corpus is available. Furthermore, it is supposed that the characteristics of translating
between ASL and English and that between MSL and MWL are similar. In other words, the
parent MT model can capture some general knowledge about the translation between sign and
written languages. Next, the parent MT model is fine-tuned again using a parallel corpus of
3https://github.com/rsennrich/subword-nmt
4https://github.com/google-research/multilingual-t5
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Table 1: Statistics of the Datasets.

Parallel Mono Parallel*
ASL–Eng MSL–MWL MWL MSL–MWL

Training Test Training Test
Sentence 85,710 2,000 2,836 300 43,196 10,000
Word 2,131,033 50,072 36,164 3,999 537,272 92,336
Character 11,828,933 278,499 472,044 51,905 7,534,916 1,085,076

* automatically constructed by self-training.

MSL and MWL to obtain the child MT model. The knowledge in the parent MT model is
transferred to the child MT model, which can compensate for the sparseness of the data of any
Myanmar parallel corpus.

4.3 Self-Training
A semi-supervised learning approach is applied to improve the MT model between MSL and
MWL. We suppose that a small amount of an initial parallel corpus and a large amount of
monolingual MWL corpus is available. First, the MT model is trained by transfer learning using
the initial parallel corpus as well as the ASL-English parallel corpus. Then, the sentences in the
monolingual corpus are translated into MSL sentences using the trained MT model. The pairs
of the original and translated sentences form a new parallel corpus. Although it is common to
synthesize parallel sentences by back-translation from a parallel corpus, our method generates
new samples from a monolingual corpus.

The translated sentences are not always correct, especially when the original sentence is
long. To improve the quality of the automatically constructed parallel corpus, unreliable trans-
lations are filtered out. To do this, the score of the translated sentence s is calculated using
Equation (1),

score(s) = logP (s) ≃
∑
wi∈s

logPmT5(wi), (1)

where wi is the i-th token in s and P (s) is the probability of generating s, while PmT5(wi) is
the probability of generating wi estimated by the fine-tuned mT5 model. Specifically, at each
generation step in the decoder, the distribution of the logits of the mT5 model for all tokens in
the vocabulary is converted to the probabilistic distribution by the softmax function. The top N
translations with the highest scores are kept to make the new parallel corpus.5

5 Experiment

5.1 Dataset
Three datasets or corpora are used for the experiment. The number of sentences, words and
characters of the datasets are summarized in Table 1.

5.1.1 Parallel Corpus of English
The English–ASL Gloss Parallel Corpus 2012 (ASLG-PC12) has been used for training the
parent MT model. Due to the absence of a large parallel corpus of sign and written languages
in this field, Othman and Tmar (2013) proposed a novel rule-based approach that transformed
English part-of-speech (POS) tagged sentences into ASL glosses. This ASLG-PC12 project
provided a large parallel corpus consisting of more than one hundred million pairs of sentences

5Note that shorter sentences tend to have higher scores and are more likely chosen.
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between English and ASL. It includes both manual and non-manual features, where non-manual
features are represented by special tokens. The aslg pc12 dataset6, which is a part of ASLG-
PC12, is used in this experiment. For training the parent model, 85,710 sentences were used
as the training data, and 2,000 sentences were used as the test data. Note that the size of the
parallel corpus is much larger than the parallel corpus of MSL and MWL reported in 5.1.2.

5.1.2 Parallel Corpus of Myanmar Language
There is only one parallel corpus of MSL and MWL, which was collected from 30 sign language
trainers and deaf people. There are 3,136 parallel sentences, from basic conversations in daily
life. For our experiment, 2,836 sentences are used for training and 300 for evaluation.

5.1.3 Monolingual Corpus of Myanmar Language
The myPOS corpus7 was used for self-training. This corpus, also known as the Myanmar POS
Tag Corpus, consists of 43,196 sentences that have been manually word-segmented and POS-
tagged for the purpose of NLP research and development (Hlaing et al., 2022). The initial child
MT model with the word-based segmentation scheme was used to translate the sentences in the
myPOS corpus to MSL. In this experiment, the 10,000 sentences that have the highest scores
are selected. When training the MT model with the syllable-based and BPE-based segmenta-
tion strategies, the sentences in the newly constructed parallel corpus, which are segmented by
words, are automatically segmented again by the same strategy.

5.2 Experimental Setup
The MT models for both directions, i.e., the models translating from MSL to MWL as well as
from MWL to MSL, are trained. Furthermore, several MT models are trained and compared.
First, three segmentation schemes (word, syllable, BPE) are used. Second, the models trained
with and without transfer learning are compared. Third, the models trained with and without
the enlarged parallel corpus obtained by self-training are evaluated.

Two evaluation criteria are used. One is the Bilingual Evaluation Understudy (BLEU)
score (Papineni et al., 2002). The bleukit-NTCIR7 Scoring tools8 is used to calculate the BLEU
score. Here, BLEU is measured by counting the overlap of character n-gram to compare MT
systems using different segmentation schemes. That is, regardless of the segmentation schemes,
the hypothesis and reference sentences are treated as character sequences when BLEU is mea-
sured. The other is the Word Error Rate (WER), which is defined by

WER =
S +D + I

N
(2)

where S, D, and I are the number of substitution, deletion, and insertion errors calculated by the
alignment between hypothesis and reference sentences, while N is the total number of tokens
in the reference. We used the SCLITE9 (Score Lite) program to get WER.

As already described, the mT5 Base model was utilized as the pre-trained language model.
During its fine-tuning, the batch size was set to 20 sentences, and the maximum sequence length
was set to 96 tokens so as to handle reasonably long texts. We chose eight hidden layers and
six head attention layers, with a hidden layer size of 512. The dropout rate was set to 0.1. The
training epochs for the child MT models were set to 500. The number of epochs for training
the parent MT model was 10. Servers with NVIDIA A40 and A100 GPUs were used for this
experiment.

6https://huggingface.co/datasets/aslg
7https://github.com/ye-kyaw-thu/myPOS
8http://www.nlp.mibel.cs.tsukuba.ac.jp/bleu kit/
9https://github.com/usnistgov/SCTK
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Table 2: BLEU Scores and WER of MT Models.

(a) BLEU score (↑)
Model MSL→MWL MWL→MSL

word syllable BPE word syllable BPE
mT5 47.77 50.67 46.30 52.79 51.23 49.62

[43.95,50.70] [46.14,54.06] [43.26,50.11] [48.80,55.94] [47.51,54.44] [45.56,53.00]

mT5+T 49.62 51.29 46.42 52.01 56.29 50.73
[45.83,52.58] [41.89,54.77] [43.29,49.11] [47.46,55.22] [51.80,59.03] [40.77,54.58]

mT5+S 50.19 52.26 48.00 49.40 55.93 49.61
[45.99,54.27] [48.60,55.89] [44.47,50.25] [45.96,52.54] [52.31,59.37] [45.94,52.96]

mT5+T+S 51.65 56.60 53.48 56.53 57.11 51.02
[47.71,55.29] [52.72,59.76] [49.98,56.91] [52.92,59.84] [52.61,60.62] [47.79,52.54]

(b) WER(%) (↓)
Model MSL→MWL MWL→MSL

word syllable BPE word syllable BPE
mT5 53.5 50.3 52.8 57.4 51.8 51.2
mT5+T 53.1 49.2 51.6 56.5 48.3 52.6
mT5+S 53.9 49.7 51.2 55.9 47.9 50.8
mT5+T+S 51.1 48.2 50.4 55.2 46.5 49.2

5.3 Results and Discussion

Table 2 (a) shows the BLEU scores with confidence interval values at the significant level of
0.95 of the different MT models. The suffix “+T” in the model name indicates that the MT
model is trained by transfer learning with the ASL–English parent MT model. The suffix “+S”
indicates that self-training is applied to enlarge the parallel corpus of MSL and MWL. Boldface
indicates the best result among the 4 models × 3 segmentation schemes = 12 MT models.

Among the three segmentation schemes, syllable-based segmentation performs better than
the others. The syllable, which represents the pronunciation of a word, might be an appropriate
linguistic unit for the translation between MSL and MWL.

Comparing the models mT5 and mT5+T, the use of the parent MT model can improve the
BLEU score in most cases. An improvement of 0.62 points in MSL → MWL and 5.06 points in
MWL → MSL with the syllable-based segmentation is found. Transfer learning using the ASL–
English parallel corpus is especially effective for translating from written to sign languages. In
addition, the quality of the parent MT model has been evaluated. The BLEU scores of the
translation of ASL → English and English → ASL are 85.46 and 98.20 respectively, which are
sufficiently high for transfer learning.

Comparing models mT5 and mT5+S, self-training can also boost the BLEU score. The
maximum improvement is 4.7 points of the MT model for MWL → MSL with the syllable-
based segmentation. Self-training is more effective than transfer learning for the translation
from MSL to MWL since the BLEU score of mT5+S is better than mT5+T. As for the translation
from MWL to MSL, however, transfer learning can improve the performance more as mT5+T
is better than mT5+S. Anyway, the contributions of transfer learning and self-training seem
comparable, since no significant difference is found between the BLEU scores of mT5+T and
mT5+S.

Combining transfer learning and self-training can further boost MT performance since the
model mT5+T+S achieves the best BLEU score for all segmentation schemes and translation
directions. The highest BLEU scores are 56.60 and 57.11 for MSL → MWL and MWL →
MSL, which are 5.93 and 5.88 points higher than the baseline (the model mT5).



119

Table 3: Rough Comparison of BLEU Score Between Previous Work and This Study.

Method MSL→MWL MWL→MSL
mT5+T+S syllable 37.83 39.97
(Moe et al., 2018a) Supervised, SMT 34.78 35.11
(Moe et al., 2018b) Supervised, NMT 38.21 32.92
(Moe et al., 2020) Unsupervised, NMT 10.47 29.53

Table 2 (b) shows the WER of the MT models. The lowest WER is obtained by mT5+T+S
with the syllable segmentation scheme. However, since nearly half of the words in translated
sentences are errors, there is much room to improve the translation quality. As for the compari-
son of the models, the results of WER are similar to BLEU, that is, (1) the syllable segmentation
is the best, (2) both transfer learning and self-training are effective, and (3) the contributions of
those two techniques are comparable.

Table 3 shows the best BLEU scores reported in the previous papers for comparison with
our model (mT5+T+S). BLEU score of our method is measured between the hypothesis and
reference sentences that are sequences of not characters but syllables, since the previous papers
mostly achieved the best results using the syllable segmentation scheme. It is confirmed that
the performance of our method is better than or comparable to three previous studies. Note that
it is not a fair comparison since the datasets used for the evaluation are different.

5.4 Error Analysis
We investigate the errors of the model mT5+T+S for translating from MSL to MWL with the
syllable segmentation scheme. In the calculation of WER, three types of errors are considered:
a substitution error S (tokens in the reference and output of the MT model are different), a
deletion error D (a token in the reference is omitted in the output) and an insertion error I (an
extra token is added to the output). The ratios of these errors to the total number of the tokens
in the reference are shown in Table 4.

Table 4: Word Error Ratio of Each Type of Error

S (Substitution) D (Deletion) I (Insertion)
20.5% 22.8% 4.9%

The most frequent error is a deletion error. This indicates that the word order or grammat-
ical structure is wrong. Example E1 in Figure 3 shows an example of deletion and insertion
errors, as well as substitution errors. However, for the purpose of this discussion, we will pri-
marily focus on the deletion and insertion errors. The word “they” is generated as the first word,
even though it is the sixth word in the reference. The translation of this example highlights the
inability of the model to capture the difference in the grammatical structure between MSL and
MWL.

Substitution errors are also often found. This means that the word order is correct, but the
word selection is inappropriate. In Example E2, the word “she” in the reference is replaced
with “he,” causing an inconsistency in the gender with “girl.” Besides, some of the substitution
errors are not problematic. In Example E3, the Myanmar word “you1” is replaced with the other
word “you2.” Both words have almost the same meaning but are used in different situations.
Specifically, “you1” is used in a business conversation and is never used to talk with family,
whereas “you2” is an informal word. Thus, the output is acceptable, although it is different
from the reference.
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PPM: Post-Positional Marker

Figure 3: Example of Errors in Translation from MSL to MWL.

6 Conclusion

This paper proposed a novel method to train a machine translation (MT) model for translat-
ing between Myanmar Sign Language (MSL) and Myanmar Written Language (MWL). To
tackle the problem posed by the fact that MSL is an extremely low-resource language, an mT5
pre-trained model was used as the backbone, and then transfer learning and self-training were
applied to improve the quality of the MT system. The contribution of this paper is summarized
as follows.

• Transfer learning was first applied for the translation between MSL and MWL. The data
of the high-resource language, i.e., the parallel corpus of American Sign Language (ASL)
and English, was used to train the parent MT model, and then the knowledge in it was
transferred to the child MT model for MSL and MWL.

• Self-training was additionally used to extend the parallel corpus of MSL and MWL that
was used for training the child MT model.

• Via the experiments, it was empirically confirmed that both transfer learning and self-
training contributed to improving the translation in both directions (MSL → MWL and
MWL → MSL).

In the near future, we will extend our method for the translation of MSL to include both
manual and non-manual features. We will also evaluate our MT model from the practical point
of view when it is applied for downstream tasks such as cross-lingual information extraction.
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