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Abstract
The widespread use of machine translation (MT) has driven the need for effective automatic
quality estimation (AQE) methods. How to enhance the interpretability of MT output qual-
ity estimation is well worth exploring in the industry. From the perspective of the alignment
of named entities (NEs) in the source and translated sentences, we construct a multilingual
knowledge graph (KG) consisting of domain-specific NEs, and design a KG-based interpretable
quality estimation (QE) system for machine translations (KG-IQES). KG-IQES effectively es-
timates the translation quality without relying on reference translations. Its effectiveness has
been verified in our business scenarios.

1 Introduction

QE is an important task in MT research. It directly reflects the quality of MT output in real time
during real-world application. Existing popular AQE metrics of MT output include: (1) lexicon-
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based BLEU (Papineni et al., 2002), which performs n-gram matching between the MT output
and reference translations and calculates the matching score; (2) embedding-based BLEURT
(Sellam et al., 2020) and BERTScore (Zhang* et al., 2020), which compare the semantic vector
distance between the reference translation and MT output. However, both of the metrics need to
rely on reference translations, which are scarce in real-world application (Freitag et al., 2022)
and require heavy labor costs to construct. In recent years, various metrics have been proposed
for reference-free QE. One of the current state-of-the-art metrics is model-based COMET-QE
(Rei et al., 2021), which directly calculates the quality score by using the source sentence and
the translation through neural network, but leads to poor interpretability. A more interpretable
metric is Knowledge-Based Machine Translation Evaluation (KoBE) (Gekhman et al., 2020),
a Google-proposed system-level metric based on KG for common domains, which predicts the
translation quality by calculating the similarity between bilingual entities in the source and
translated sentences and linked entities in the KG. Although this metric has good interpretabil-
ity and good performance in system-level evaluations of common domains, it is ineffective in
specific domains. This is because in specific domains, each paragraph or sentence contains a
large number of domain-specific entities, and these entities can only be effectively covered by
domain-specific KG, not KG for common domains.

To address these shortcomings, we design a highly interpretable segment-level QE system
based on multilingual KG for the Wireless Network1 domain, that is, an interpretable quality
estimation system for machine translation based on knowledge graph (KG-IQES). KG-IQES
identifies NEs in the source sentence first, queries the NE translations in the target language
from the KG constructed offline, and matches the translated NEs in the KG with NEs in the
translated sentence. In this way, the translation quality can be estimated, and the entity align-
ment details can be displayed (see example in Figure 1).

Overall, our contributions are as follows:

• We design an interpretable QE system for MT output (KG-IQES) and apply it to the Wire-
less Network domain.

• We propose an effective bilingual entity alignment method for KG-IQES. It achieves much
better performance than Fast-Align.

• In the Wireless Network domain, we construct a large-scale multilingual KG, with more
than 1.7 million nodes and more than 6 million edges.

• According to experiments in the Wireless Network domain, our system KG-IQES effec-
tively identifies 44.15% of MT bad cases, outperforming KoBE in system-level evalua-
tions.

2 Related Work

Reference-free QE of MT output is a task that predicts quality of the machine translations by
scoring the source text and machine-translated text. Many metrics have been proposed in this
regard, roughly divided into three categories:

1. Lexicon-based metrics: word-based evaluation metrics that usually use a vocabulary and
word statistics. For example, Popović et al. (Popović et al., 2011) designed a bag-of-
word translation model, which accumulates the possibility of word pairs aligned with the
source text to evaluate the quality of the translation. Specia et al. (Specia et al., 2013)
used language-agnostic linguistic features extracted from source texts and translations to

1It is the biggest domain of our translation business.
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Figure 1: An example of KG-IQES that calculates the score of the MT result. KG-IQES high-
lights the aligned (green), misaligned (orange), and out-of-KG entities (red) in the source sen-
tence and MT result, and directly shows the details.

estimate quality. KoBE, proposed by Google, calculates the quality score by calculating
the recall of entities in the source text and the translation. These metrics are simple and
effective, but are restricted by the coverage of aligned words.

2. Embedding-based metrics: word embedding-based evaluation metrics that use a pre-
trained word embedding model to evaluate the semantic similarity of MT output. Examples
include YiSi-2 (Lo and Larkin, 2020), SentSim proposed by Song et al. (Song et al., 2021),
MoverScore metric (Zhao et al., 2019), and XMoverScore (Zhao et al., 2020) proposed by
Zhao et al., which perform cross-language alignment directly, but word vectors trained by
unsupervised methods during word embedding are usually noisy during their initialization.

3. Model-based metrics: these metrics that use a pre-trained deep neural network to evaluate
the syntactic and semantic correctness of MT output. Classic metrics include COMET-QE
and UniTE (Wan et al., 2022). The model-based metrics are highly effective when there
is a large amount of high-quality manually annotated data. However, in most cases, such
data is quite insufficient.

According to current research results, embedding-based and model-based metrics are more
effective, but the interpretability is poor. They are not intuitive, and it is difficult to apply them
in real world. In this paper, we follow the lexicon-based quality evaluation direction for MT
output, and design a highly interpretable QE system KG-IQES. Its effectiveness is verified in
the Wireless Network domain.
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3 Proposed System

In this section, we provide a description of the KG-IQES system. As shown in Figure 2, the sys-
tem consists of two subsystems: offline and online subsystems. The offline subsystem mainly
constructs a multilingual KG based on the monolingual NER model and NE alignment model
from the parallel corpora. The online subsystem provides an interpretable quality score for the
MT output.

Figure 2: An overview of the KG-IQES system workflow: After offline training of the NER
model and entity alignment model, the multilingual KG is constructed. The trained NER model
service is deployed online, the KG is queried to obtain the entity translations, and the MT output
quality is estimated based on whether the output contains the entity translations.

3.1 Offline Subsystem
The first step of KG-IQES system construction is NE annotation. We preferentially use man-
ual annotation by domain experts who are also professional translators, and then adopt distant
supervised annotation as a supplement when a corresponding knowledge base is available. In
manual annotation by domain experts, we first obtain domain-specific monolingual corpora of
Chinese or English, and then extract some monolingual sentences for manual annotation. Be-
fore annotation, we train all domain experts so as to unify the annotation standards. After all
the domain experts complete annotating NEs in the monolingual sentences, they conduct cross-
checks to reduce incorrect annotations. When a corresponding knowledge base is available,
we extract some other monolingual sentences to adopt distant supervised annotation, that is,
annotating NEs in these sentences that are matched to NEs in the knowledge base.

3.1.1 NER
To train the NER model, we use the W2NER (Li et al., 2022) model architecture, which con-
sists of three components: encoder layer, convolution layer, and co-predictor layer. In order to
improve the training effect of the W2NER model, we use domain-specific data to fine-tune the
pre-trained language model in the encoder layer to make it capable of domain-specific encod-
ing. After that, we apply the fast gradient method (FGM) (Miyato et al., 2017) for adversarial
training to improve the robustness of the NER model.
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3.1.2 Multilingual Domain-specific KG Construction
To construct a multilingual domain-specific KG, we use the cross-lingual NE alignment method
to extract bilingual NE pairs from the domain-specific bilingual corpus. We compare the Fast-
Align (Dyer et al., 2013) and XLM-RoBERTa (Li et al., 2021) alignment methods. The former
needs to use the NER model to identify NEs in bilingual data, and use the Fast-Align tool to
extract bilingual NE pairs where NEs in source and translated sentences are aligned. The latter
requires a small amount of annotated data to train the alignment model and predicts the bilin-
gual NE pairs in the bilingual data. We choose XLM-RoBERTa, which has a higher alignment
accuracy, to build a multilingual domain-specific KG. Also, 30,000 manually annotated bilin-
gual term pairs in the existing knowledge base are used to construct the training dataset of the
alignment model, improving performance of the alignment model.

3.2 Online Subsystem

Reference-free QE of MT output refers to scoring the MT output based on the source text.
Base on the NER model and the multilingual domain-specific KG, we design an interpretable
reference-free QE system for MT output, namely KG-IQES. In the estimation process, we
first use the NER model to identify NEs from the source sentence, and then search for bilin-
gual NE pairs from the multilingual domain-specific KG. After that, we classify NEs in the
source sentence as aligned NEs (NE count m:

∑m
i=1 aligni), misaligned NEs (NE count n:∑n

j=1 misalignj), and out-of-KG NEs (NE count: countout of kg) according to whether the
NE translations in the bilingual NE pairs appear in the machine-translated sentence. The trans-
lation score Score is the quality score of the machine-translated sentence using KG-IQES.
Finally, the score was converted into a 100-point representation.

The formula for calculating the MT output quality score is:

Score = 100×max{
(
∑m

i=1 αi × aligni)− η × countout of kg∑m
i=1 αi × aligni +

∑n
j=1 αj ×misalignj

, 0} (1)

In the above formula, α indicates the weight of each entity category and η is penalty coefficient
for entities that are not in KG. If the weight of each category is the same and the KG can cover
most entities, we can set α to 1 and η to a number close to 0 in the above formula.

Score = 100× m

m+ n
(2)

As shown in Figure 1, m (number of aligned NEs) is 4, n (number of misaligned NEs) is 1, p
(number of out-of-KG NEs) is 2, and the Score is 100×4

4+1 = 80. It should be pointed out that in
our system, p is 0 in most cases because the out-of-KG NEs, if found, will be added to our KG
database immediately.

4 Experiments

The following describes the detailed experiment process in the Chinese-English corpus of the
Wireless Network domain. First, we carry out NER model training and fine-tuning experiment
based on the Chinese corpus of the Wireless Network domain. We then compare two typical
cross-lingual NE alignment methods, Fast-Align and XLM-RoBERTa, in the process of building
the bilingual KG (Chinese and English) in the Wireless Network domain. Finally, we use our
KG-IQES system and Google’s KoBE (Gekhman et al., 2020) to estimate the MT output quality
of different translation models, and compare the correlation between the two estimation results
with direct assessment (DA).
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4.1 Data Setup
Before detailed results of each experimental stage are stated, it is necessary to describe the
data setup. As shown in Table 1, we collect 6,065,351 Chinese (zh) sentences and 3,523,402
Chinese-English (zh-en) bilingual sentences from the Wireless Network domain.

Corpus Type Sentences
Wireless zh corpus 6,065,351
Wireless zh-en bilingual corpus 3,523,402

Table 1: Corpus statistics.

4.2 Results
4.2.1 Domain-specific KG
In order to train the Chinese NER and Chinese-English alignment models specific to the Wire-
less Network domain, we randomly select 1200 Chinese sentences in the Wireless Network
domain, and have the contained NEs annotated by domain experts. We use 1000 sentences as
the training set and the remaining 200 sentences as the test set. We also use the collected NEs
in the Wireless Network domain for distant supervised annotation of 100,000 monolingual sen-
tences in the Wireless Network domain. In the experiments, we compare the results of using
only one of these two annotation methods and using them together on NER model training. As
shown in Table 2, using them together gets a better training result.

NER Model Chinese
Manual annotation 70.92
Manual annotation
+ Distant supervised annotation 73.75

Manual annotation
+ Distant supervised annotation
+ In-domain pre-training

80.33

Manual annotation
+ Distant supervised annotation
+ In-domain pre-training
+ FGM adversarial training

81.80

Table 2: F1 scores of different NER models on the test set.

To further improve the performance of the NER model on the test set, we not only pre-
train the language model used in the W2NER model architecture (we use bert-chinese-base 2

for Chinese NER), but also use FGM for adversarial training in the NER model training phase.
As shown in Table 2, in-domain pre-training gets a better result, and the use of FGM adversarial
training further improves the NER model training effect.

In the experiment of using the cross-lingual NE alignment method to construct Chinese-
English KG for the Wireless Network domain, we compare two alignment methods: Fast-Align
and XLM-RoBERTa. When conducting the Fast-Align alignment experiment, we use the Chi-
nese NER model and English NER model to extract NEs from bilingual data, and use the Fast-
Align tool to extract bilingual NE pairs where the NEs in Chinese are aligned with their trans-
lations in English. When conducting the XLM-RoBERTa alignment experiment, we randomly

2https://huggingface.co/bert-base-chinese
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select 40,000 bilingual sentences to annotate the bilingual NE pairs, and use 35,000 of them as
the training set and the remaining 5,000 as the test set to train the XLM-RoBERTa alignment
model. Finally, we use the XLM-RoBERTa alignment model to predict all bilingual sentences
and extract bilingual NE pairs. As shown in Table 3, the alignment accuracy of the XLM-
RoBERTa method is much higher, so we choose it in our system.

Alignment Method Accuracy
Fast-Align 75.23
XLM-RoBERTa 98.09

Table 3: The accuracy of different cross-lingual NE alignment methods on the test set.

In the end, we construct a Chinese-English KG of the Wireless Network domain with
756,390 Chinese NEs, 958,798 English NEs (English NEs are top 5 translations of the Chinese
NEs by occurrence frequency in the bilingual corpus), and 6,738,190 cross-lingual aligned NE
pairs as shown in Table 4. In addition, we randomly select 200 Chinese entities, check the
corresponding English entities, and find that the accuracy rate of top 1 translations is 96%.

Node Chinese entities
English entities

756,390
958,798

Edge Aligned NE pairs 6,738,190

Top 1 Accuracy 96%

Table 4: Multilingual KG statistics.

4.2.2 KG-IQES vs. KoBE
After constructing the KG of the Wireless Network domain in Chinese and English, we also
conduct a reference-free QE experiment. In the KoBE and KG-IQES approaches, we use the
knowledge base of the Wireless Network domain and the same NER model. We randomly
select 1000 bilingual sentences from the corpus as the test set, and use 11 translation systems,
including Google, Youdao, Baidu, and our MT systems, for testing. The system-level Pearson
correlation coefficients between KoBE and DA and between KG-IQES and DA are calculated.
As shown in Table 5, our KG-IQES system has a higher correlation with DA scores.

QE Method Pearson Correlation Coefficient
KoBE 65.99
KG-IQES 84.42

Table 5: System-level Pearson correlation coefficients between the results of different QE meth-
ods and DA.

4.2.3 KG-IQES Effectiveness Verification
To further verify the effectiveness of our system in real-world application, we analyze and verify
308 bad cases of the MT system in the Wireless Network domain from the previous 9 months
this year. It is found that, except for overtranslation, as shown in Table 6, the KG-IQES system
can solve 63.55% of bad cases in two types: undertranslation and mistranslation. The problem
of entity overtranslation is not yet solved (see Figure 3). We plan to solve it by extracting NEs
from the translation and comparing them with NEs in bilingual NE pairs.
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Bad Case Type Count Solved Rate
undertranslation 143 91 63.64%
mistranslation 71 45 63.38%
overtranslation 94 0 0.00%
Total 308 136 44.15%

Table 6: KG-IQES solves 44.15% of MT bad cases in the previous 9 months.

Figure 3: An example of overtranslation case: we do not extract NEs from the translation, so
we do not find the entity ‘F3T members’ in the MT result.

5 Conclusion

We propose the KG-IQES, a simple, efficient, and interpretable system based on KG for esti-
mating the quality of MT output without relying on reference translations. KG-IQES consists
of the offline and online subsystems. The offline subsystem mainly constructs a multilingual
KG based on the monolingual NER model and NE alignment model from the parallel corpora.
The online subsystem provides an interpretable quality score for the MT output. Effectiveness
of KG-IQES is verified by experiments in Huawei’s Wireless Network domain. In the future,
we will mitigate the problem of overtranslation and expand KG-IQES to more languages and
more domains.
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