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Abstract 

Accessibility and inclusion have become key terms of the last decades, and this does not exclude 

linguistics. Machine-translated subtitling has become the new approach to overcome linguistic 

accessibility barriers since it has proven to be fast and thus cost-efficient for audiovisual media, 

as opposed to human translation, which is time-intensive and costly. Machine translation can 

be considered as a solution when a translation is urgently needed. Overall, studies researching 

benefits of subtitling yield different results, also always depending on the application context 

(see Chan et al., 2022; Hu et al., 2020). Still, the acceptance of machine-translated subtitles is 

limited (see Tuominen et al., 2023) and users are rather skeptical, especially regarding the qual-

ity of MT subtitles. In the presented project, I investigated the effects of machine-translated 

subtitling (raw machine translation) compared to human-translated subtitling on the consumer, 

presenting the results of a case study, knowing that HT as the gold standard for translation is 

more and more put into question and being aware of today’s convincing output of NMT. The 

presented study investigates the use of (machine-translated) subtitles by the average consumer 

due to the current strong societal interest. I base my research project on the 3 R concept, i.e. 

response, reaction, and repercussion (Gambier, 2009), in which participants were asked to 

watch two video presentations on educational topics, one in German and another in Finnish, 

subtitled either with machine translation or by a human translator, or in a mixed condition (ma-

chine-translated and human-translated). Subtitle languages were English, German, and Finnish. 

Afterwards, they were asked to respond to questions on the video content (information retrieval) 

and evaluate the subtitles based on the User Experience Questionnaire (Laugwitz et al., 2008) 

and NASA Task Load Index (NASA, 2006). The case study shows that information retrieval in 

the HT conditions is higher, except for the direction Finnish-German. However, users generally 

report a better user experience for all languages, which indicates a higher immersion. Partici-

pants also report that long subtitles combined with a fast pace contribute to more stress and 

more distraction from the other visual elements. Generally, users recognise the potential of MT 

subtitles, but also state that a human-in-the-loop is still needed to ensure publishable quality. 

1. Introduction 

Accessible information is a pivotal element in today’s society and audiovisual media have be-

come a crucial channel of information, not only for everyday needs, but also, among others, in 

an educational context (Gernsbacher, 2015; Negi and Mitra, 2022, see also Zhang, 2005). Sub-

titles are nowadays one of the tools of choice to foster accessibility to information and 

knowledge, more and more also with the aid of machine translation (Castilho et al., 2017; Hu 

et al., 2020). Still, the overarching question remains how the consumer reacts to this rather new 

mode of subtitling (ST), compared to the ‘traditional’ human-translated subtitling (HTST). This 

can be particularly relevant when using machine-translated subtitles (MTST) in an educational 

context, in which language and topics can be ambiguous and complex; aspects, which can be 

still a challenge for the current state-of-the-art MT systems (see Bender, 2010; Bywood et al., 

2017). 
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Reception studies have gained more and more attention over the last decades, especially re-

garding the investigation of the user’s need facing audiovisual translation (Tuominen, 2013, 

2018). The use of instruments for quantitative measurements, eye-tracking for instance, has 

also contributed to the growing interest in the topic and gives more insights into reading pro-

cesses (cf. Orrego-Carmona, 2015; Lång, 2016; Hu et al., 2020). Investigating the reception of 

subtitles started in the late 80s and early 90s with studies by d’Ydewalle et al., (1987), d’Yde-

walle et al. (1991), showing that reading subtitles cannot be avoided although the original audio 

language is known to the viewer. 

With the evermore increasing use of videos as source of learning, not only as a complement 

but sometimes even a substitute to in-classroom teaching, the interest has grown in knowing 

how users (the viewers) perceive the material in terms of cognitive treatment, the cognitive 

load (cf. Paas et al., 2003; Sweller et al., 2011), redundancy effect (Kalyuga, 2012), and atten-

tion-split (Ayres and Sweller, 2005). This is especially of interest when adding the additional 

source of information that subtitling may offer and has been discussed whether it is an actual 

aid or a nuisance, considering the redundancy effect, which states that the same information 

given via various channels at the same time hinder the learning effect. Although a study by 

Diao and Sweller (2007) reports a concurrence between a written presentation and the verbatim 

spoken presentation in a study with first-year university students, other studies on the topic 

cannot confirm the findings, therefore subtitles do not pose a hindrance per se (see Perego et 

al., 2010; Kruger et al., 2014; Gernsbacher, 2015; Liao et al., 2020). For instance, a study in-

vestigating reception of subtitles in an educational context (Chan et al., 2022) has shown that 

watching subtitles in L1 improves comprehension, but subtitling in L2 also creates a higher 

cognitive load to the audience. 

Studies investigating the reception of machine-translated subtitles are still scarce. In a 

study from 2023, Tuominen et al. (2023) researched users’ perception of MT subtitles and con-

cluded that those can be useful, but users are still rather skeptical and would not rely on machine 

translation alone but prefer human-translated subtitles or at least subtitles checked by a human 

translator. 

2. Research interest and Methodological Framework 

The presented study aims to build on previous research on subtitling reception in general and 

the comparison of MT and HT subtitles in particular, focusing on the perception of the subtitles 

(the act of paying and sharing attention) but also the cognitive processing (resulting in gaining 

information/learning from the material). 

The research hypotheses are based on the 3 R concept (Gambier 2009): response, reaction, and 

repercussion. In this concept, response refers to the act of perceiving the subtitles visually (per-

ceptual decoding), the reaction entails the cognitive treatment, how the subtitles are processed 

cognitively, and repercussion comprises a socio-cultural component, including expectations 

and attitudes. Therefore, the following hypotheses shall be investigated: 

 

• H1 (for response): Informants in the conditions of MTST will pay more attention to 

the subtitles than to the image (compared to HTST) since they concentrate more on 

the written text when the subtitling quality is suspected to be low.  

• H2 (for reaction): Informants in the conditions of MTST will report a lack of compre-

hension, which reflects in lower rating scores compared to HTST. The cognitive load 

will also be higher.  

• H3 (for repercussion): Informants in the conditions of MTST report a less positive 

attitude towards subtitling than in the conditions of HTST. 
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3. Experimental Setup 

3.1. Video Material 

The corpus for the research experiment consisted of two videos recorded by teachers from the 

university in the native language of the respective speaker, i.e. German and Finnish. Both vid-

eos had an equal length of 6 to 7 minutes and were presented in a slide-show lecture format. 

The presentations contained information on a respective research/teaching topic of the speaker, 

in this case professional listening in on-site interpreting and regional and culture studies in the 

German-speaking area. The videos were recorded for the purpose of the experiment to avoid 

potential copyright issues that may appear when using prefabricated videos on the Internet. The 

videos were recorded in the video platform Panopto, which also supports generation of intralin-

gual subtitling via automatic speech recognition (ASR). The generated speech transcripts were 

exported, light post-edited (only spelling errors, wrong punctuation and misrecognitions were 

corrected) and then machine-translated. Subtitling languages of the videos were English and 

German for the Finnish video and Finnish for the German video. It was considered to include 

also English subtitles for the German video, but soon was decided against due to the location 

of the research and the considered limited benefit for the outcomes.  

For the machine-translated condition, the open-source software SubtitleEdit was cho-

sen since it also has a built-in machine-translation function which operates with Google Trans-

late, and this tool supports a direct export of the translated transcript with time codes. 

The human-translated subtitles were done by a professional subtitler with 25 years of experi-

ence in both subtitling from scratch and with templates. The subtitler had no templates for this 

job, but created and translated the subtitles based on the provided videos. 

3.2. Participants 

36 participants took part in the experiment (27 female, 7 male, 1 other [non-binary], and 1 

person did not want to give further information) with an age range from 20-69 (20-29: 16, 30-

39: 11; 40-49: 6, 50-59: 2; 60-69: 1). They were recruited via the University’s intranet and by 

contacting a German university through the network of the researcher. Participants were not 

asked directly about their native language, but the language(s) they are most proficient in (“con-

sidered native or near-native speaker”). The answers were as follows: 18x Finnish, 20x English, 

16x German, 2x Swedish, 1x Spanish, 2x French, 1x Dutch (multiple answers were possible). 

Therefore, the general high language proficiency concentrates on Finnish, English, and Ger-

man. Especially English was very often mentioned in addition to another (native) language. 

Since the videos were in Finnish and German, language proficiency in those languages was 

asked in particular, yielding the following distribution as seen in Table 1. 

 

 No knowledge Beginner Intermediate Advanced Native 

Speaker 

Finnish 13 3 1 0 19 

German 6 8 5 3 14 
Table 1 Distribution of language competencies in Finnish and German 

Furthermore, participants were asked for their media consumption habits, especially how many 

hours they spent on a daily basis with audiovisual material and whether or how often they 

would consume subtitles when they watch audiovisual material. Five stated less than an hour, 

9 participants 1-2 hours, 10 indicated 2-3 hours, and 12 participants said that they would watch 

more than 3 hours of audiovisual material per day. Asking for their habits of having subtitles 

on display while watching AV material, participants rated their consumption habits on a scale 

from 1 (never on display) to 7 (always on display) as shown in Table 2. 
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1 2 3 4 5 6 7 

1x 4x 4x  7x 7x 5x 8x 
Table 2 Frequency of subtitles display in AV consumption habits 

Overall, the participant group was used to watch subtitles although it must be noted that this 

was partly to be expected due to the location of the study where the population is exposed to 

subtitles in the daily life. However, also the general young age of the participants might pose a 

factor since consumption habits have changed and there is a slight tendency, also in so-called 

“dubbing countries”, to watch audiovisual material (shows on the Internet for example) in the 

original language with subtitles. 

3.3. Methods 

To investigate the reception of MT and HT subtitles in an educational context, the study com-

prised, on the one hand, ten (10) questions aiming at gaining insight into free recall of the video 

content, but this part also contained questions on perception of colours and shapes to gain in-

sight of potential elements of attention of the participant. On the other hand, the surveys asked 

for information on subtitle use, in particular whether participants were dependent on the subti-

tles to understand the content or how they perceived the length of the subtitles. Furthermore, 

this part of the survey contained statements from the NASA Task Load Index (NASA, 2006) 

and User Experience Questionnaire (Laugwitz et al., 2008). The advantage of these question-

naires is their standardisation and their recognition and validation in the field of user experience 

research. 

3.4. Procedure 

The study was conducted online or also on-site at the University’s facilities, depending on the 

availability of the participant. If participants chose to participate online, they were met in a one-

to-one synchronous meeting in which the conducting researcher gave instructions on the pro-

cedure of the experiment and how to set it up from distance (how to display the subtitles if the 

participant was not familiar with the function). The study consisted of watching two videos and 

completing three surveys; two surveys were connected to the videos (video content, user expe-

rience evaluation), the last survey contained questions on attitudes and expectations towards 

subtitling in general and MT subtitles in particular. The general procedure of the experiment 

was watching the first video, completing the survey, watching the second video, completing 

the survey, and then completing the final survey. The participants saw the subtitles in a blinded 

condition, i.e. they did not know beforehand whether they were human-translated or machine-

translated. Overall, the experiment duration was approximately one hour. 

In the online participation, a link with access to the video material and to the surveys, 

which were also accessible online, were sent to them at the start of each meeting, also to avoid 

that the participant would be tempted to watch the videos beforehand. If participants chose to 

participate on-site, the experiment was set up for them in the right manner, so that they only 

had to watch the videos and fill in the surveys. 

Before the experiment, in every case, participants were provided with an information sheet 

of the experiment, a privacy notice and an informed consent form, which they had to fill in and 

send back to the researcher before the beginning of the experiment. In the on-site condition, 

participants could fill in the form right before the experiment. Before the beginning of the ex-

periment, the procedure of the experiment was explained again orally, what to do and what not 

to do during the experiment and participants were invited to ask questions if something re-

mained unclear. After finishing the experiment, participants were furthermore invited to com-

ment on the procedure, for instance how they felt while they were watching the videos and the 

subtitles. 
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4. Results 

4.1. German – Finnish 

36 participants saw the German video with the Finnish subtitles, of which 18 saw the MTST 

version (MT quality) and 18 the HTST version (HT quality). Out of the 36 participants, 18 

stated that they have watched the subtitles all the time, 10 stated having them watched some-

times, and 8 stated not having watched them. Furthermore, on a scale from ‘entirely’ to ‘not at 

all’, (entirely, somewhat, a little, almost not, not at all), 12 participants had to rely entirely on 

the subtitles to understand the content (6 in the HTST condition and 6 in the MTST condition), 

5 stated ‘somewhat’ (1 in HTST in 4 in MTST), 1 had to rely ‘a little’ (HTST) and 18 (10 in 

HTST and 8 in MTST) had not to rely on them at all. 

 

Information Retrieval 

 

In the first part of the survey, the section aiming at information retrieval and free recall from 

the video, 22 points could be reached in total. Table 3 shows a comparison between the two 

modes of presentation. 

 

 MTST (Average [MD, SD]) HTST (Average [MD, SD]) 

Correct Response Rate 

(CRR) 

13.41 [14, 2.9] 14.83 [14.75, 1.78] 

In % 59.8 67.9 
Table 3 Information Retrieval German video with Finnish subtitles 

As the comparison shows, HTST outperforms MTST by 1.4 points on average (8.1% per cent) 

although it must be noted that the median score between MTST and HTST does differ signifi-

cantly. 

 

Task Load and User Experience 

 

The initial design of the Task Load as well as the User Experience Questionnaire does not 

contain a direct numerical evaluation scale, but for unification and limits of the survey tool, it 

was chosen to modify the presentation into this scaling. Furthermore, the initial design of the 

Task Load Index comprises a 21-bar scale, divided into three main subscales, therefore it was 

decided to use a 7-point-scaling. Additionally, the UEQ contains a seven-bullet evaluation scale 

with two adjacent items (for instance good/bad). Due to the limits of the tools, it was chosen to 

keep the 7-point scaling, but to exclude the opposition due to non-feasibility. It is of note that 

participants were asked to complete the survey, the evaluation, to the best of their knowledge. 

There is a certain data loss due to missing data especially from those participants who were not 

proficient in Finnish. 

 

NASA Task Load Index 

 MTST (Average, 

[MD, SD]) 

HTST (Average, 

[MD, SD]) 

How mentally demanding was the 

task? 

3.65 [4, 1.84] 2.94 [2, 1.47] 

How insecure/stressed/annoyed were 

you during the task? 

2.59 [2, 1.18] 1.67 [1, 0.97] 
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How much time pressure did you feel 

due to the rate at which the ST oc-

curred? 

3.57 [3.5, 1.79] 1.63 [1, 1.48] 

How successful were you in accom-

plishing the task, i.e. understanding 

the content? 

4.53 [5, 1.66] 4.75 [5.5, 2.05] 

Table 4 NASA Task Load Index German video with Finnish subtitles 

Task Load Index for the condition German video with Finnish subtitles shows overall better 

scores for HTST: Mental demand was perceived lower, participants reported being less stressed 

and insecure and they felt less time pressure. Task success was also perceived higher although 

only marginally. 

 

User Experience Questionnaire 

 MTST (Average, [MD, SD]) HTST (Average, [MD, SD]) 

enjoyable 3.77 [3, 1.24] 5.73 [6, 1.74] 

understandable 4.69 [5, 1.65] 6.17 [7, 1.75] 

supportive 4.33 [4.5, 1.37] 5.7 [6.5, 1.95] 

bad 2.25 [1.5, 1.60] 1.08 [1, 0.29] 

unpleasant 2.46 [2, 1.45] 1 [1, 0] 

meet expectations 4.58 [4.5, 0.90] 5.92 [7, 1.83] 

confusing 2.86 [2.5, 1.61] 1.67 [1, 1.73] 

practical  4.5 [5, 1.45] 6.3 [7, 1.06] 

efficient 4.09 [4, 1.44] 6 [6, 0.74] 
Table 5 User Experience Questionnaire German video with Finnish subtitles 

Participants reported a better user experience according to the user experience questionnaire in 

the HTST condition (Table 5). Of note are in particular the scores for HTST in ‘understanda-

bility’, ‘practicality’, and ‘efficiency’, which are close to perfect score. Also, the very low 

scores for ‘unpleasure’ and ‘badness’ are striking. 

4.2. Finnish – German 

Of the 36 participants, 20 were presented with a Finnish video and German subtitles. 10 

watched the video with HT subtitles and 10 with MT subtitles. Overall, 10 stated having read 

the subtitles all the time, 4 read them sometimes and 6 stated not having read them. 10 partici-

pants stated that they were entirely dependent on the subtitles (4 in the HTST condition and 6 

in the MTST condition) and 10 were not dependent on them at all (6 in the HTST and 4 in the 

MTST condition) 

 

Information Retrieval  

 

In the recall part of the survey, 21 points could be reached in total. Table 6 presents the results 

in the different modes of presentation. 

 

 MTST (Average [MD, SD]) HTST (Average [MD, SD]) 

Correct Response Rate 

(CRR) 

16.8 [17.25, 2.07] 14.9 [14.25, 1.91] 

In % 80.00 70.96 
Table 6 Information Retrieval Finnish video with German subtitles 
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Results show that there is a higher information retrieval (or free information recall) in the 

MTST condition. 

 

NASA Task Load Index 

 MTST (Average [MD, 

SD]) 

HTST (Average [MD, 

SD]) 

How mentally demanding was the 

task? 

2.89 [2, 1.9] 3.9 [4, 1.20] 

How insecure/stressed/annoyed 

were you during the task? 

2.78 [2, 1.64] 2.3 [2, 0.95] 

How much time pressure did you 

feel due to the rate at which the ST 

occurred? 

3.5 [3, 1.93] 1.71 [1, 1.11] 

How successful were you in accom-

plishing the task, i.e. understanding 

the content? 

5.22 [6, 1.48] 4.6 [5, 1.58] 

Table 7 NASA Task Load Index Finnish video with German subtitles 

User Experience Questionnaire 

 MTST (Average [MD, SD]) HTST (Average [MD, SD]) 

enjoyable 3.43 [3, 2.23] 5.67 [6, 1] 

understandable 4.43 [4, 2.07] 6.38 [6, 0.52] 

supportive 4.67 [4.5, 2.07] 6.25 [6, 0.71] 

bad 2.14 [1, 1.57] 1.11 [1, 0.33] 

unpleasant 2.57 [3, 1.40] 1.33 [1, 0.5] 

meet expectations 4.8 [5, 1.64] 5.5 [5, 1.07] 

confusing 2.2 [2, 1.30] 1.44 [1, 0.53] 

practical  4.83 [4.5, 1.83] 5.5 [6, 1.41] 

efficient 4.14 [5, 2.19] 5.75 [5.5, 0.87] 
Table 8 User Experience Questionnaire Finnish video with German subtitles 

The results (Table 7 and Table 8) indicate that mental demand is perceived lower in the MTST 

condition, and also that participants felt more successful in accomplishing the task. However, 

insecurity and stress as well as time pressure are lower in the HTST condition. Furthermore, 

the UEQ shows better results in all aspect compared to MTST.  

4.3. Finnish – English 

16 of the 36 participants were presented with the Finnish video and English subtitles: 8 with 

MTST and 8 with HTST. 8 stated having read the subtitles all the time, 4 sometimes and 4 said 

not having read them. In addition to the reading, 6 stated being entirely dependent on the ST to 

understand the content (3 in the HTST condition and 3 in the MTST condition), 1 participant 

indicated ‘somewhat’ dependent (MTST), 2 indicated ‘almost not’ (MTST), and 7 stated not 

being dependent on the subtitling at all (5 in the HTST condition and 2 in the MTST condition). 

 

Information Retrieval  

 MTST (Average [MD, SD]) HTST (Average [MD, SD]) 

Correct Response Rate 

(CRR) 

14.63 [14.5, 1.79] 15.75 [16.25, 2.96] 

In % 69.64 75 
Table 9 Information Retrieval Finnish video with English subtitles 
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Regarding information retrieval, results show that HTST outperforms MTST by 1.12 points on 

average and higher information gain by approx. 5 per cent. 

 

NASA Task Load Index 

 MTST (Average [MD, 

SD]) 

HTST (Average [MD, 

SD]) 

How mentally demanding was the 

task? 

4.25 [5, 1.58] 4.5 [4.5, 1.20] 

How insecure/stressed/annoyed 

were you during the task? 

3.25 [3, 1.67] 2.38 [2, 1.19] 

How much time pressure did you 

feel due to the rate at which the ST 

occurred? 

3.86 [4, 1.57] 2.75 [2.5, 2.05] 

How successful were you in ac-

complishing the task, i.e. under-

standing the content? 

4.38 [4, 1.51] 4.88 [5, 1.81] 

Table 10 NASA Task Load Index Finnish video with English subtitles 

The Task Load Index shows better results throughout HTST, however it is of note that mental 

demand and perception of task success are slightly higher. Insecurity or stress and time pres-

sure are perceived lower in the HTST condition as well. 

User Experience Questionnaire 

 MTST (Average [MD, 

SD]) 

HTST (Average [MD, SD]) 

enjoyable 3.86 [4, 1.86] 4 [4, 2] 

understandable 5.43 [6, 2.07] 5.43 [6, 1.51] 

supportive 4.57 [4, 1.81] 4.83 [5, 2.31] 

bad 2 [1, 1.53] 1.5 [1, 1.22] 

unpleasant 2.29 [1, 1.89] 2.14 [1, 1.68] 

meet expectations 4.43 [5, 1.51] 5.67 [6, 1.51] 

confusing 4.14 [5, 1.86] 3.14 [3, 2.34] 

practical  4.86 [4, 1.77] 5.29 [5, 1.50] 

efficient 4.43 [5, 2.37] 4.71 [4, 1.70] 
Table 11 User Experience Questionnaire Finnish video with English subtitles 

Results for Task Load and User Experience show that mental demand was slightly lower in the 

MTST condition, but participants reported better scores for other aspects of the task load. Re-

garding user experience, HTST outperforms MTST in all items but for ‘understandability’, in 

which scores are equal. 

4.4. Perception of Quality 

Next to the evaluation of the subtitles, participants were asked to evaluate the quality on a scale 

from 1 – 7 (one being the lowest score, 7 the highest) and to comment on their perception of 

quality. The results are presented in Table 12. 

 

 GE-FI FI-GE FI-EN 

Machine Translation 4.3 [4, 0.67] 4 [4, 1.73] 5.29 [5, 1.50] 

Human Translation 6 [6, 1.04] 6.17 [6, 0.41] 5.25 [5, 1.04] 
Table 12 Evaluation of quality perception; Scale from 1-7 
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Further, participants were invited to comment on their perception of quality or how they de-

fine (high) quality, knowing that ‘quality’ is a highly subjective topic. Among the most often 

mentioned aspects were ‘correctness’ (spelling and grammar), ‘shortness’ and ‘precision’ (the 

message should be conveyed) and good subtitles should be well-timed. 

4.5. Attitudes and expectations towards (machine-translated) subtitling 

Generally, participants in the experiment stated that they have a positive attitude towards sub-

titling, stating that they pose an aid and are sometimes a crucial element in understanding the 

content of the AV material. Also, they recognise the potential of machine-translated subtitles 

(for example to have a gist of the content), however the informants very often stated that they 

would not trust the machine translation alone, but it needs a human-in-the-loop to reach good 

publishable quality. 

5. Discussion 

The presented study investigated differences in reception of MT and HT subtitles, based on 

quantitative (numeric evaluation scales) and qualitative (comments and open questions on atti-

tutdes and expectations) research methods, which rely on the subjective percepetion of the par-

ticipant. Each participant watched a video in German and Finnish and responded to a survey 

after each video. The ST language of the German video was only Finnish, the subtitle languages 

of the Finnish video were either German or English, depending on the assigned participant 

number. The research interest was based on Gambier’s (2009) 3 R concept: response, reaction, 

repercussion. The results yielded a general difference in reception: For the combination Ger-

man video and Finnish subtitle, HTST outperformed MTST in every measured aspect: infor-

mation retrieval, task load, and user experience. For the combination Finnish video and German 

subtitle, results showed a better information retrieval in MTST, which was unexpected. Also, 

mental demand was perceived lower and task success was perceived higher with MT subtitles, 

for which a correlation cannot be excluded. There is no obvious explanation for this phenome-

non, but an assumption is that Finnish-speaking participants did not read the ST consciously 

(at least they report for the majority that they did not read them) due to lacking language profi-

ciency and speed of the ST, therefore they were less interested and focused more on the audio. 

At the same time, German-speaking participants (with no to little Finnish proficiency and there-

fore depending more on the ST) could gain enough information from the ST. This explanation, 

however, needs further investigation. User experience was again always perceived better in the 

HTST condition and clearly outperforms user experience with MTST. The experimental con-

dition Finnish video and English subtitles yielded again mixed results: Participants reported a 

better information in the HTST condition and also in perception of task load. However, it is of 

note that mental demand and success rate were only perceived slightly higher in the HTST 

condition. Furthermore, investigating user experience, the aspect of ‘understandability’ reached 

equal scores in both conditions, and HTST is also perceived slightly better in the items of ‘en-

joyability’, ‘support’, ‘pleasure’, and ‘efficiency’. 

Taking these results into account, there is no evidence in this study with the presented 

methods that participants will spend more time looking at the subtitles when they are machine-

translated and will be therefore more distracted (H1). Furthermore, cognitive load was per-

ceived higher in the conditions GE-FI and FI-EN, but not in FI-GE, therefore H2 could not be 

completely confirmed either. Of note is also that participants commented (either in written or 

oral form) that they felt stressed by the speed of the ST in the MT condition, especially when 

being dependent on the ST; therefore, they reported not being able to spend much time on other 

aspects of the video. User experience is, for one exception, always perceived better in the HT 

condition, which resulted in higher rating scores. 
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Participants were also asked to evaluate the quality, again based on personal perception. The 

results show a better score for the HT subtitles, except for MT, which scores marginally higher, 

which is therefore not significant. Lastly, it was assumed that participants watching MTST will 

report less satisfaction and lower expectations and attitudes (H3). This hypothesis could not be 

confirmed either since participants generally expressed a recognition for the potential of MT 

subtitles, with the condition that they still need improvement, that there should be a human-in-

the-loop, and that the output of the MT, hence also the applicability, depends on the context. 

Some comments remarked, for example, that MT is unsuitable for a context with complex ed-

ucational information. 

6. Conclusion 

The presented study aimed to contribute to the further research of user reception of HT and MT 

subtitles. The results of the study contributed to the potential of this mode of translation, espe-

cially in the context of accessibility at an efficient level (cost and time-efficient for an accepta-

ble result), focussing among others on the aspect of pure information gain on the one hand and 

the overall perception (the whole entertainment) on the other. I would like to argue that the 

research results also contributed to a topic that might pose an easy question (‘Are HT subtitles 

better than MT subtitles?’) to which the answer is more complex than initially thought. The 

study has shown that MT subtitles can make AV content more accessible. Still there is a long 

way to go to reach an MT output that is qualitatively convincing and better applicable. Further-

more, there is still the average consumer who must be convinced but the study has also shown 

that expectations are not bad as long as the consumer is also aware that the ST was produced 

(mainly) by a machine. One may remember when MT entered the translation market in the 

early 2000s and everybody was rather skeptical about it and nowadays nobody can imagine a 

life without the aid of MT. After all, despite good results in information retrieval, the study 

does not answer the question of whether consumers would prefer the information gain alone or 

whether it must be seen as a whole entity in which user experience is part of the viewing pro-

cess. The study had several limitations. Firstly, it must be noted that cognition and memory are 

highly individual, and some participants were maybe able to retain more information than oth-

ers. The study had no baseline, i.e. they did not watch a video without subtitles (there was no 

control group in general) or it was not measured with a pre-test how well their working memory 

was. This was not considered in the initial planning of the experiment and would have been 

difficult to perform in the online setup of the experiment. The experiment also had no test round 

in which the participants could get familiar with the experimental setup, the video and the sub-

titling as well as potential questions. Since the overall duration of the main experiment was 

approximately one hour, a test round would have contributed to an extension in time and po-

tentially less motivation and/or earlier fatigue, which could have had an influence of the results. 

Secondly, I am aware that the notion of quality is highly individualised and that there is no 

general definition. It was therefore important that participants could express their own under-

standing of quality next to the quantitative perception. It also must be taken into account that 

all participants had a background of higher education, which might have influenced their per-

ception of quality as well. Thirdly, the experimental setup, which included always a combina-

tion of the Finnish video with the German one, limited data to this point: 36 participants 

watched the German video (18 HT/ 18 MT), but participants had to be split further due to the 

nature of two sets of subtitles for the Finnish video (German: 10 HT/10 MT; English 8 HT/8 

MT), which leads to a stronger reliability for the German presentation with Finnish subtitles. 

It is planned as further research to investigate more the perceptual decoding of the sub-

titles, which aims at a more detailed look into the first research hypothesis, particularly where 

the participants look when watching a video with subtitles. A further study will include eye-

tracking, which intends also to have a closer look at results from the presented study. 
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