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Abstract

Since the emergence of Transformers ar-
chitecture, the Natural Language Genera-
tion (NLG) field has advanced at break-
neck speed. Large language models
(LLMs) have achieved remarkable results
in the field of generative artificial intelli-
gence (AI). Nevertheless, they also present
some problems worth analysing: not only
are they computationally non-viable to
academia, but they also have other issues,
such us not generating text in a fully con-
trollable way or the phenomenon known as
hallucination. Because of this, the purpose
of this paper is to outline and set the ideas
for a new PhD thesis research. This PhD
thesis will aim at advancing the state of
the art by discovering new cost-effective,
efficient and high-performing approaches
to controlled text generation that could
perform well in the different NLG tasks.
Therefore, the main objective of this PhD
thesis is to design a novel and efficient
task-agnostic architecture that could obtain
equivalent performance of LLMs, while
generating text in a controllable way and
including external commonsense knowl-
edge.

1 Introduction

Natural language generation (NLG) field is
the sub-field within natural language processing
(NLP) area that generates natural language to meet
a communicative goal (Reiter and Dale, 1997).
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Traditionally, there was a more classical and global
vision about the NLG architecture that implied
to divide generation in three stages: (1) macro-
planning, (2) micro-planning and (3) surface re-
alisation (Reiter and Dale, 1997). Later, neural
networks caused a new trend in NLG, involving
what we know nowadays as generative artificial in-
telligente (AI). Generative AI is a trend that en-
compasses systems that are constructed applying
machine learning algorithms (Sun et al., 2022).
Whitin this trend, Transformers (Vaswani et al.,
2017) have revolutionised the NLG field owing to
the concept of attention. Several proposals based
on Transformers have been made, being Large
Language Models (LLMs) the ones which better
performance have achieved in tasks such as text
summarisation or machine-translation, among oth-
ers (Wolf et al., 2020). Despite this, these mod-
els present some issues worth commenting on. On
the one hand, bests LLMs, such as GPT4 (esti-
mated to have 1 trillion of parameters) (OpenAI,
2023) or LLaMa (65 billions of parameters) (Tou-
vron et al., 2023) have a huge amount of parame-
ters in their neural networks, which is only avail-
able to big companies, such as Google, due to the
economic and temporary expense of training that
models. On the other hand, these models do not
generate text in a fully controlled way, leading to
problems, such as hallucination or the lack of com-
monsense, among others. In fact, hallucination oc-
curs even in the most superior LLMs such as GPT4
(Zhao et al., 2023). Figure 1 shows an example of
hallucination in ChatGPT.

Because of this, the purpose of this paper is to
set up the ideas for a new PhD thesis in which
we will study and present a novel architecture that
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Figure 1: Hallucination example of ChatGPT 1

could generate text in a more controlled manner,
while being more efficient and less expensive. The
proposed architecture will also include external
commonsense knowledge with the aim of mitigat-
ing hallucination.

Therefore, the structure of this paper is organ-
ised in the following way: First of all, a commen-
tary on the NLG background and the most com-
mon architectures are explained. Secondly, some
research questions are introduced. Thirdly, the ini-
tial hypothesis about this PhD thesis and its corre-
sponding objectives scheduled within a three years
plan are set. Finally, a conclusion with the ex-
pected results of this thesis are presented.

2 Background

Research in NLG started by the end of 1970 (Mc-
Donald, 2010) and since then, it has advanced sub-
stantially. Depending on the type input, NLG can
be traditionally classified into 2 main subgroups
(Vicente et al., 2015): (1) text-to-text generation
(T2T) and (2) data-to-text generation (D2T). Input
data in D2T generation can adopt several types in-
cluding images, voice, binary data, databases and
knowledge. Recently, with the emergence of gen-
erative AI, the concept of (3) none-to-text is also
introduced (Chandu and Black, 2020).

Other classifications are based on the task ty-
pology the generation system has been trained for.
According to (Dong et al., 2022), NLG tasks are
divided into three classes:

1. Text abbreviation: These tasks are devoted
to detect the most relevant information in a text and
condense that information into a short text, such as
text summarization or question generation.

2. Text expansion: These tasks aim at generate
completing sentences or texts from some meaning-
ful words. Short text expansion and topic-to-essay
generation are examples of this type of task.

3. Text rewriting and reasoning: These task

work towards rewriting text into another style or
applying reasoning methods, e.g. text style trans-
fer and dialogue generation.

To achieve the communicative goal of the afore-
mentioned tasks, several types of architectures
have been proposed along this time. Based on the
existing literature concerning NLG, some key pa-
pers proposing these architectures have been se-
lected and have been represented in a temporal
timeline. Figure 3 shows the evolution of archi-
tecture trends in NLG. These architectures can be
grouped into three main categories (Gatt and Krah-
mer, 2018):

1. Modular architectures: This type of archi-
tectures follow a sequential scheme, which makes
a clear distinction between distinct sub-tasks. The
most popular modular architecture was proposed
by Reiter (1994), which consists in a pipeline of
three phases plus one optional phase, where the in-
put into a sub-task is the output of the preceding
sub-task. Figure 2 shows the different sub-tasks in
the classical modular architecture.

Figure 2: Sub-task division in the modular architecture for
the stages proposed by (Reiter and Dale, 1997)

Some examples of this type of architectures can
be found in (Mann and Moore, 1981), (Hovy,
1987), (Levelt, 1989), (Nirenburg et al., 1989) and
(Reiter, 1994).

2. Planning perspectives: This type of archi-
tectures have a similar sub-task division similar to
modular architectures, but they are more flexible
owing to they allow to combine two or more con-
secutive sub-tasks into the same task. An exam-
ple of this combination is to perform text structur-
ing and sentence aggregation sub-tasks in the same
tasks. Within this group, some examples of ap-
proaches that could be highlighted can be found in
(Fikes and Nilsson, 1971), (Appelt, 1985), (Hovy,
1991), (Bateman, 1997),(Koller and Stone, 2007),
(Rieser and Lemon, 2009), (Nakatsu and White,
2010) and (Lemon, 2011).

3. Global approaches: This type of architec-
tures do not distinguish between sub-tasks, per-
forming the entire generation process in a single
task, having a strong reliance on statistical learn-
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Figure 3: Timeline of NLG architectures (modular architectures in blue, planning perspectives in light blue, and global ap-
proaches in dark blue).

ing. Transformers (Vaswani et al., 2017) are an ex-
ample of architecture within this category. With an
encoder/decoder structure and an attention mecha-
nism (Chorowski et al., 2015), Transformers and
LLMs have revolutionised the NLG field. Re-
search works that fall under this group are: Graph
Neural Networks (Scarselli et al., 2008), Genera-
tive Adversarial Nets (Mirza et al., 2014), Recur-
rent Neural Networks (Sutskever et al., 2014), Pre-
trained Models (Mikolov et al., 2013), Memory
Networks (Sukhbaatar et al., 2015) and Copy and
Pointing Mechanism (See et al., 2017). However,
they also present some problems, as mentioned in
Section 1.

Considering these problems, there is still some
promising future directions to enhance text gen-
eration models. Some of the future directions in
which this PhD thesis will focus are suggested in
the following section.

3 Open Research Questions

In order to advance towards an efficient approach
for controllable text generation that can overcome
the drawbacks state-of-the-art architectures have,
several research questions are suggested and dis-
cussed.

What is controllable text generation, and what
are the most common techniques to address it?
Controllable text generation is the task of generat-
ing natural language whose attributes can be con-
trolled (Prabhumoye et al., 2020). These attributes
can be stylistics (politeness, sentiment, etc), based
on the demographic attributes of the interlocutor
(age, gender, etc), or based on the content (includ-
ing some keywords, entities, order of information,

etc).
In order to control text generation, there are

three main strategies (Erdem et al., 2022):
1. Via hyperparameters: Language models are

trained with huge amounts of texts, which maybe
cause that training data is unbalanced. Controlling
the generation by hyperparameters could help the
model to do a better generalisation of knowledge.

2. Via additional input: This group of methods
consist on fine-tuning pre-trained models with ad-
ditional input in order to adapt a pre-trained model
to have a good performance in a more specific.

3. Via conditional training: This term refers
to the group of training methods that utilise in-
ternal control variables that enrich the generation
with specific capabilities.

During development of this PhD thesis, I will
study and combine all three groups of approaches
to propose a model that could produce text in a
controllable way.

What is hallucination, what causes hallucina-
tion and which are the best ways to mitigate it?
Hallucination in NLG refers to a text generated by
a NLG model that is nonsensical or unfaithful to
the provided source input (Ji et al., 2023). There
are two categories of hallucinations: intrinsic hal-
lucinations when the generated text refutes the in-
put text, and extrinsic hallucinations when the gen-
erated text cannot be proved by the input.

Hallucination can be caused at two stages of
the generation: both during the construction of
datasets which may contain source-reference di-
vergences, and during the training and inference
step caused by the incomprehension to represent
information in the encoder and decoder.
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To solve this, there are some ways to keep hallu-
cination at a low level. First of all, creating a faith-
ful dataset, or automatically cleaning data from ex-
isting datasets. Secondly, by altering the structure
of encoders and decoders to make them interpret
semantics of the input in a better way. Thirdly,
by proposing an optimal training strategy such as
reinforcement learning or controllable generation.
Finally, including external commonsense knowl-
edge could help the model to mitigate hallucina-
tion. This PhD thesis will focus on the analysis of
controllable generation techniques to reduce hallu-
cination along with inclusion of external common-
sense knowledge.

Is is possible to obtain an architecture that per-
forms equally to LLMs without being as compu-
tationally demanding as them? Recently, LLMs
have been the most hot topic in the NLG area,
achieving a high performance in most of the lat-
est models such as GPT4 (OpenAI, 2023), LLaMa
(Touvron et al., 2023) and BLOOM (Scao et al.,
2022), among others. Nevertheless, they have one
major inconvenient. The time and computational
expense needed to train these models are inac-
cessible to academia, as mentioned in Section 1.
Thus, this PhD thesis will analyse and propose
cost-effective architectures that could approximate
LLMs performance and also solving some issues
these models have.

Is there a task-agnostic architecture able to
perform well for different tasks? Most of re-
searches in the NLG area are focused on a specific
task that while they perform correctly in one task,
they underperform in others. Thus, this study will
analyse most common task-agnostic techniques in
order to propose a model that could achieve a high
performance at every task.

4 Objectives

Given the research questions defined in Section 3
that we aim to cover in this thesis, our initial ob-
jective is that a cost-effective and efficient NLG
approach that implements controllable text gener-
ation techniques along with external commonsense
knowledge will help to mitigate the problem of
hallucination, without worsening the results com-
pared to the best-performing state-of-the-art mod-
els and will be able to perform well in different
generation tasks.

To complete this objective, the following tasks
with its corresponding schedule along three years

have been proposed, as it can be seen in Figure
4. The schedule is divided in three sub-groups.
In Group A the state-of-the-art will be studied.
In group B an architecture will be proposed and
tested. Finally, in group C the proposed architec-
ture will be adapted to different NLG tasks.

A1. To analyse the state-of-the-art focused on
controllable text generation techniques.

A2. To analyse the state-of-the-art focused on
hallucination mitigation techniques.

A3. To analyse the state-of–the-art focused on
task-agnostic architectures.

B1. To compare the performance of open-
source state-of-the-art architectures using a com-
mon benchmark.

B2. To propose a cost-effective architecture that
can generate text in a controllable way.

B3. To evaluate the performance of the pro-
posed architecture against state-of-the-art architec-
tures.

C1. To adapt the architecture to some of NLG
tasks, e.g., summarisation or text simplification.

C2. To compare results with some architectures
oriented to a specific task.

Figure 4: PhD thesis schedule

5 Conclusion

In spite of the great performance LLMs have for
NLG, they also present some drawbacks. Thus,
there is some room for improvement to advance
scientific knowledge in NLG. In light of this, the
objective of this PhD thesis is to find a more ef-
ficient architecture that could produce text in a
controllable way and mitigate as much as possible
the phenomena known as hallucination as much as
possible by exploiting the use of external common-
sense knowledge. Once an architecture is defined,
this line of work will focus on adapting that archi-
tecture to achieve a cost-effective performance in
some NLG tasks, and measuring that performance.
We expect to obtain similar and comparable results
to state-of-the-art models, but solving the issue of
hallucination while using an efficient model that
will help to reduce the carbon footprint.
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