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Abstract

Multi-stage long document summarization,
which splits a long document as multiple seg-
ments and each of which is used to generate
a coarse summary in multiple stage, and then
the final summary is produced using the last
coarse summary, is a flexible approach to cap-
ture salient information from the long docu-
ment. Even if the coarse summary affects the
final summary, however, the coarse summa-
rizer in the existing multi-stage summarization
is coarsely trained using data segments that
are not useful to generate the final summary.
In this paper, we propose a novel method for
multi-stage long document summarization. The
proposed method first generates new segment
pairs, ensuring that all of them are relevant to
generating the final summary. We then incorpo-
rate contrastive learning into the training of the
coarse summarizer, which tries to maximize
the similarities between source segments and
the target summary during training. Through
extensive experiments on six long document
summarization datasets, we demonstrate that
our proposed method not only enhances the
existing multi-stage long document summariza-
tion approach, but also achieves performance
comparable to state-of-the-art methods, includ-
ing those utilizing large language models for
long document summarization.

1 Introduction

Long document summarization aims to compress a
long document, such as meeting minutes, reports,
and scientific articles, into a concise text that cap-
tures salient information. Since the number of to-
kens in a long document usually exceeds the limit
of the summarization models, various summariza-
tion approaches (Mao et al., 2022; Beltagy et al.,
2020; Tay et al., 2020; Rohde et al., 2021; Pu et al.,
2023a; Xie et al., 2022) to deal with long document
has proposed. One promising approach among
the long document summarization approaches is

the multi-stage split-then-summarization approach
(Zhang et al., 2022). It first splits the long docu-
ment into source segments and each of which is
used to generate a coarse summary. After split-
ting into source segments and generating a coarse
summary in multiple stages, it produces the final
summary using the last coarse summaries. This ap-
proach offers flexibility in processing documents of
arbitrary length by adjusting the number of stages
and has achieved state-of-the-art performance on
several long document summarization benchmark
datasets. However, there is still room for improve-
ment in terms of the quality of the coarse summary.

It should be noted that the quality of the final
summary depends on the quality of the coarse
summaries. In the previous multi-stage split-then-
summarization approach, Zhang et al. (2022) con-
struct the training data using pairs of long docu-
ments and target summaries for the coarse summa-
rizer because there is no official data for the coarse
summarizer. That is, it first splits the long docu-
ment and the target summary into segments, respec-
tively. Each document segment is then aligned with
a subset of the target segments, maximizing the
ROUGE-1 score between the document segment
and the subset. The resulting aligned pairs are used
to train the coarse summarizer. Even though some
document segments may be irrelevant to the target
summary, aligned pairs derived from these seg-
ments are employed to train the coarse summarizer.
It results in the generation of coarse summaries
that may contain some noise. Figure 1 shows an
example of the construction of the training data for
the coarse summarizer, where the dotted line indi-
cates the alignment of one document segment with
a subset of the target segments. As all document
segments are aligned and used to train the coarse
summarizer, the coarse summarizer may generate
low quality and excessively verbose summaries.

In this paper, we propose a novel approach suit-
able for multi-stage summarization. The proposed
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Figure 1: An example from AMI dataset to show an alignment between document segments and target segments.
Dotted lines indicate the source-focused aligned pairs, while bold lines represent the target-focused aligned pairs.

method first generates aligned pairs that are rele-
vant to the generation of the final summary. Un-
like the previous alignment discussed, the proposed
method executes an alignment in a reverse direction.
Specifically, the proposed method aligns each tar-
get segment with a document segment. By aligning
in this reverse direction, we ensure that only rele-
vant document segments are included in the train-
ing data for the coarse summarizer. Furthermore,
the proposed method incorporates a sub-summary
generation contrastive objective (Liu et al., 2021)
during training of the coarse summarizer to explic-
itly model the similarity between the target seg-
ment and the document segment. This addition of
contrastive objective encourages the coarse sum-
marizer to focus on relevant document segments
and target segments and contributes to further im-
proving the summarization quality of the coarse
summarizer.

We conduct extensive experiments on six long
document summarization datasets to show the su-
periority of the proposed method. We also com-
pare the proposed method with large large lan-
guage models-based long document summariza-
tion. Experimental results imply that the proposed
method contributes to enhancing the efficiency and
effectiveness of the multi-stage long document
summarization approach compared to the existing

method1.

2 Multi-Stage Long Document
Summarization

Let D = {(Si, Ti)}Ni=1 be a set of document-target
summary pairs, where Si is the i-th long document
and Ti is its corresponding summary. The multi-
stage long document summarization approach seg-
ments the long document and then summarizes
the segmented text in multiple stages because the
number of tokens in Si exceeds the limit of the
summarizer. It consists of two stages: C coarse
stages and one fine-grained stage. In each coarse
stage, an input document is divided into document
segments, and then a coarse summarizer generates
coarse summaries from the document segments. In
the fine-grained stage, a fine-grained summarizer
generates the final summary from the last generated
coarse summary.

Let K be the number of the maximum input to-
kens of the summarizer. Si is divided into multiple
segments, each with a length of fewer than K to-
kens. That is, Si = {si1,. . . , sini}, where ni is the
number of segments of Si. Similarly, the target
summary Ti = {ti1,. . . , timi} is also divided into
multiple segments, usually split into separate sen-

1The proposed method is publicly available at https://
github.com/Jinhyeong-Lim/Summ-N-ECS
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tences. That is, tij and mi are the j-th sentence
and the number of sentences in Ti, respectively.
To generate training data for the coarse summa-
rizer, Zhang et al. (2022) adopt the ROUGE-based
greedy target alignment function, aligning each
document segment sij with a subset of Ti such that
the ROUGE-1 score between sij and the subset is
maximized. The training data for the coarse sum-
marizer in the k-th stage is constructed as follows:

Dk
coarse−s = ∪N

i=1 ∪ni
j=1 alignsource(sij , Ti).

Here, alignsource(·, ·) is a function to align each
document segment with a subset of target seg-
ments. Since the alignment is executed for each
source segment, all document segments are con-
tained in Dk

coarse−s. The k-th coarse summarizer
is trained with Dk

coarse−s to minimize the negative
log-likelihood (NLL) Lnll between the word distri-
butions predicted by the summarizer and the target
segments.

After training the coarse summarizer, a coarse
summary is obtained using the trained summarizer
from each document segment sij . All ni coarse
summaries are then concatenated to form a new
input for the next stage. The target summary for
the next stage is copied from the original target
summary. It is worth noting that the number of
coarse stages is estimated based on the length of
the long document and the characteristics of the
summarizer. Further details can be found in Zhang
et al. (2022) and Section 4.3.

In the fine-grained stage, the coarse summaries
from the C-th coarse stage are concatenated and
used as input for the fine-grained stage. Since the
number of tokens in the input is shorter than K, a
fine-grained summarizer can be modeled similarly
to a well-known vanilla abstractive summarizer
(Lewis et al., 2020; Zhang et al., 2020). This means
that the fine-grained summarizer is trained on the
dataset from the last coarse stage and produces the
final summary using the last coarse summaries.

3 Improving Multi-Stage Summarization
with Enhanced Coarse Summarizer

This paper presents a new approach to multi-stage
summarization. The proposed method generates
new aligned pairs that include only relevant doc-
ument segments because the greedy target align-
ment function (Zhang et al., 2022) generates some
pairs that contain irrelevant document segments.
In addition, the proposed method incorporates a

contrastive learning into the training of the coarse
summarizer that a document segment and the corre-
sponding target summary should convey the same
meaning, which is not modeled explicitly by the
NLL loss (Xu et al., 2022).

3.1 Target-focused Aligned Pairs
To generate aligned pairs that includes the relevant
document segments, the proposed method designs
a new alignment function. The proposed alignment
function focuses on the target segment that each
target segment tij is aligned with a document seg-
ment sil, maximizing the ROUGE scores between
between tij and sil (Bold lines in Figure 1. The
training data for the coarse summarizer in the k-th
stage can be constructed as follows:

Dk
coarse−t = ∪N

i=1 ∪mi
j=1 aligntarget(tij , Si), (1)

where aligntarget(·, ·) is a function to align each tar-
get segment with a document segment. This align-
ment ensures that irrelevant document segments
are not included in the training data.

The training data constructed by the new align-
ment function, however, has one problem that
there is one-to-many mappings in pairs of docu-
ment segment-target segment, which is also known
as multi-modality problem (Gu et al., 2017; Wei
et al., 2019). That is, one document segment is
mapped to multiple target segments. This can
result in the generation of low quality of coarse
summaries. To alleviate this problem, the pro-
posed method merges the multi-modal data by
concatenating target segments. For example, if
the proposed alignment function generates pairs
{(si1, ti1), (si1, ti4), (si1, ti6)}, these three pairs
are merged into one pair by concatenating three
target segments such that {(si1, ti1 ⊕ ti4 ⊕ ti6)},
where ⊕ is a string concatenate operator.

3.2 Contrastive Learning with Sub-summary
Generation Objective

The summary of a long document comprises mul-
tiple sentences, each of which can be seen as a
sub-summary. Given that a single long document
may encompass multiple subjects, we can consider
the coarse summarizer as mapping each subject
to its corresponding sub-summary, and these sub-
jects are inherently present within the document’s
segments. To achieve improved mapping, the pro-
posed method employs contrastive learning with
a sub-summary generation objective (Liu et al.,
2021).
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Table 1: The statistics of data set used in experiments. The document length and summary length are the averaged
numbers across the dataset.

Dataset Size (|D|) Document length Summary length Type Domain

AMI 137 6007.7 296.6 Dialogue Meeting
ICSI 59 13317.2 488.5 Dialogue Meeting

QMSum 1808 9069.8 69.6 Dialogue Meeting
SummScreen-FD 4348 7605.4 113.7 Dialogue TV Series

SummScreen-TMS 22503 6420.7 380.6 Dialogue TV Series
GovReport 19466 9409.4 553.4 Document Reports

To conduct contrastive learning, the pro-
posed method initially constructs contrastive sub-
summary generation pairs, comprising both posi-
tive and corresponding negative examples. Positive
examples are obtained from data pairs as defined
by Equation (1) while their corresponding negative
examples are derived by substituting document seg-
ments with alternative ones. Here, the method se-
lects the document segment that exhibits the lowest
ROUGE score in comparison to the target segment.

Let {(skpos, tk), (skneg, tk)}N∗mi
k=1 be a constructed

the contrastive sub-summary generation pairs,
where sk∗ and tk are segments of document and
target, respectively. With the contrastive pairs, the
proposed method calculates the NLL values as fol-
lows:

Ltk

pos = − log Π
|tk|
j=1p(t

k
j | tki:j−1, s

k
pos),

Ltk

neg = − log Π
|tk|
j=1p(t

k
j | tki:j−1, s

k
neg),

where Lti
pos and Lti

pos are the negative log likelihood
values of the positive example and negative exam-
ple, respectively. tkj is the j-th token in tk. Then,
the normalized score is obtained by applying the
softmax function to the two NLL values:

su(skpos), su(s
k
neg) = softmax([Ltk

pos, L
tk

neg]),

where su(skpos) and su(skneg) represent the normal-
ized scores of the positive example and negative
example, respectively, indicating their relative rele-
vance scores.

Then, the sub-summary generation contrastive
objective, denoted as Lctr, is defined as follows:

Lctr =
1

N∗mi

∑N∗mi
k=1 max(0, δ − (su(skneg)− su(skpos))),

where δ is a margin that the relevance score be-
tween a positive document segment and a target
segment to be at least larger than the relevance
score of the negative example. The δ is set as 1.

The final loss for the coarse summarizer is de-
fined as

Lcoarse = λ ∗ Lctr + LNLL, (2)

where λ is a hyperparameter to balance the con-
trastive loss.

4 Experiments

4.1 Experimental Settings

This paper conducts the experiments on six long
document summarization datasets: AMI (Car-
letta et al., 2006), ICSI (Janin et al., 2003),
QMSum (Zhong et al., 2021), SummScreen-FD,
SummScreen-TMS (Chen et al., 2022), and Gov-
Report (Huang et al., 2021). Table 1 shows data
statistics of the datasets. For the query-focused
document summarization task using the QMSum
dataset, we follow the settings of Zhang et al.
(2022) such that the query is concatenated into
the beginning of the document at both the training
and the inference time.

The proposed method follows the experimental
settings of Zhang et al. (2022) except the back-
bone summarization models. The proposed method
adopts the BART-large model, pretrained on the
CNN/DM dataset, as the backbone model for the
fine-grained summarizer. The backbone model for
coarse summarizer in the GovReport dataset is set
to BART-large while for other datasets, it is set to
DialogLM (Zhong et al., 2022).

All experiments are conducted on one NVIDIA
RTX A6000 GPU with a 48 GiB memory. The
multi-stage long document summarization with
the proposed coarse summarizer is trained for 30
epochs with a batch size of 4. We set the optimizer
to AdamW and the learning rate is set to 2e-5 in the
coarse stage and 3e-5 in the fine-grained stage. The
best checkpoint is chosen by early stopping based
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Table 2: Performances of long document summarization on six long document summarization data sets. ∗ denotes
the ROUGE-L scores without the sentence split. Best performance is in bold, and second best is underlined.

AMI ICSI QMSum-All
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

HMNET (Zhu et al., 2020) 53.02 18.57 24.85∗ 46.28 10.60 19.12∗ - - -
DDAMS (Feng et al., 2021) 53.15 22.32 25.67∗ 40.41 11.02 19.18∗ - - -

UniLM-CP(Dong et al., 2019) 52.67 19.33 50.55 48.43 12.39 46.24 29.19 6.73 25.52
BARTLarge-SLED (Ivgi et al., 2023) - - - - - - 34.20 11.00 22.00∗

DYLE (Mao et al., 2022) - - - - - - 34.42 9.71 30.10
DialogLM (Zhong et al., 2022) 54.49 20.03 50.92 49.56 12.53 47.08 33.69 9.32 30.01
DialogLED (Zhong et al., 2022) 54.80 20.37 52.26 50.11 13.23 47.25 34.50 9.92 30.27
SUMMN (Zhang et al., 2022) 53.44 20.30 51.39 45.57 11.49 43.32 34.03 9.28 29.48

Proposed model 54.85 21.18 52.28 50.27 13.38 47.30 35.31 10.13 30.58

SummScreen-FD SummScreen-TMS GovReport
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

UniLM-CP (Dong et al., 2019) 33.29 6.74 28.21 44.07 9.96 41.73 - - -
TopDownFormer (Pang et al., 2023) 36.84 9.19 31.12 51.02 14.66 49.01 - - -
BARTLarge-SLED (Ivgi et al., 2023) - - - - - - 57.50 26.30 27.40∗

PageSum (Liu et al., 2022) - - - - - - 60.04 27.17 57.21
DYLE (Mao et al., 2022) - - - - - - 61.01 28.83 57.82

DialogLM (Zhong et al., 2022) 35.75 8.27 30.76 45.58 10.75 43.31 - - -
DialogLED (Zhong et al., 2022) 36.70 8.68 31.38 45.22 11.69 42.86 - - -
SUMMN (Zhang et al., 2022) 32.48 5.85 27.55 44.64 11.87 42.53 56.77 23.25 53.90

Proposed model 36.81 9.07 31.21 45.81 11.97 43.35 58.01 25.66 55.30

on the highest average of ROUGE-1/2/L scores on
the validation set. The λ in Equation (2) is set to 1.

The proposed method is compared with the
previous state-of-the-art methods on the datasets.
The performance is measured with ROUGE (Lin,
2004).

4.2 Experimental Results
Table 2 shows the ROUGE scores of the proposed
model compared to the baselines. The proposed
model outperforms SUMMN on all datasets, which
indicates that the enhanced coarse summarizer in
the proposed method improves the multi-stage sum-
marization approach. Furthermore, the proposed
model achieves similarly or even better perfor-
mance compared to other state-of-the-art models.
These results demonstrate that utilizing the pro-
posed coarse summarizer in the multi-stage sum-
marization approach is a reasonable solution for
long document summarization.

We investigate the effectiveness of target-
focused alignment and contrastive learning in the
proposed model. Table 3 shows the results of
an ablation study. If the coarse summarizer is
trained only using Dk

coarse−t, the performance is
dropped by 1.28 on the AMI dataset and 3.2 on
the ICSI dataset compared to the proposed method.

Table 3: Ablation study on test set of AMI and ICSI
datasets. Performance is the ROUGE-1 score.

AMI ICSI

Dk
coarse−t + contrastive learning 54.85 50.27

Dk
coarse−t 53.57 47.07

Dk
coarse−s + contrastive learning 53.79 46.12
Dk

coarse−s (= SUMMN ) 53.44 45.57

However, its performance is better than the one of
SUMMN , which is trained using Dk

coarse−s. This
implies that the target-focused alignment and the
contrastive learning helps improve multi-stage sum-
marization.

4.3 Coarse Summary Analysis

To verify the quality of coarse summaries gen-
erated by the proposed method, we compare the
coarse summaries at different stages with the target
summary. Figure 2 depicts the ROUGE-1 scores
of all datasets for each stage. Stage 1 represents
the model with only one coarse stage and no fine-
grained stage, while Stage i (i > 1) represents i -
1 coarse stages and one fine-grained stage. When
comparing the ROUGE-1 scores of the proposed
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Figure 2: ROUGE-1 scores at different stages.

Table 4: Values for the coarse stage estimation

ICSI QMSum GovReport

d1 13317.2 9069.8 9409.4
K 1024 1024 1024

c1 (Ours) 24.9 37.2 38.4
c1 (SUMMN ) 276.8 68.4 243.2
N̂ (Ours) 1 (0.7) 1 (0.7) 1 (0.6)

N̂ (SUMMN ) 2 (1.9) 1 (0.9) 2 (1.5)

method with SUMMN , the proposed method con-
sistently outperforms SUMMN at all stages. No-
tably, in the ICSI and GovReport datasets, the pro-
posed method at Stage 2 achieves higher perfor-
mance compared to SUMMN at Stage 3. This in-
dicates that our proposed method is more effective
than SUMMN .

We also investigate the effectiveness of the pro-
posed method by estimating the number of coarse
stages. In the multi-stage summarization, the fewer
the coarse stages performed, the greater the ef-
fectiveness of the method. SUMMN proposes a
method to estimate the number of coarse stages. It
is based on the length of the long document and the
characteristics of the summarizer. The number of
coarse stages is computed as follows:

N̂ =

⌈
logK − log d1
log c1 − logK

⌉
,

where d1 and c1 are the average length of document
and coarse segments in coarse stage 1. K repre-
sents the maximum input tokens of the backbone
model.

Table 4 shows the values used to estimate the
coarse stage on three data sets. The estimated num-
ber of coarse stages for the proposed model on ICSI
and GovReport is smaller than those of SUMMN .
This difference arises because the coarse summa-
rizer in SUMMN is trained using pairs of a docu-
ment segment and a set of target segments, whereas

the coarse summarizer in the proposed method is
trained using pairs of a document segment and a
target segment2. As a result, the coarse summa-
rizer in the proposed method exhibits a tendency to
generate more succinct coarse summaries, which
in turn facilitates the generation of superior final
summaries.

4.4 Human Evaluation

This paper conducts human evaluation with AMI
and ICSI dataset to validate the quality of the gen-
erated summaries with respect to fluency and cover-
age. The experimental settings for the human eval-
uation follow those of Zhang et al. (2022). Specifi-
cally, the quality is assessed through three metrics:
Readability, Conciseness, and Coverage. Readabil-
ity takes into account word and grammatical error
rate to assess the fluency of the summary. Con-
ciseness measures how well the summary discards
the redundant information, while Coverage gauges
how well the summary covers each part of the dia-
logue.

We compare the results of the proposed method
and SUMMN because both methods are grounded
in the multi-stage summarization. For source doc-
uments within AMI and ICSI datasets, three hu-
man annotators evaluate the quality of the sum-
maries generated by each model. In this process,
each annotator reviews the source document, the
gold summary, and the generated summary, sub-
sequently rating each summary from 1 to 5 (with
higher scores indicating superior quality) across
the aforementioned metrics.

Table 5 summarizes the performance of the pro-
posed method and the baseline, SUMMN . The
proposed model outperforms SUMMN in both the
AMI and ICSI datasets. Specifically, the Cover-
age score of the proposed method is notably higher
than that of SUMMN . It seems that the coarse
summarizer in the proposed method effectively
generates concise summaries for each document
segment, while the fine-grained summarizer cap-
tures the essence of each segment more compre-
hensively. The results of human evaluation ex-
periments demonstrate that the proposed method
generates better summaries than SUMMN .

2For the sake of simplicity, there is no one-to-many map-
pings.
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Table 5: Human evaluation scores.

AMI ICSI
Readability Conciseness Coverage Readability Conciseness Coverage

SUMMN 3.90 3.45 3.48 3.56 3.28 3.33
Proposed model 4.15 3.58 3.78 3.77 3.55 4.17

Table 6: Performances of LLM-based summarization on three long document summarization data sets.

AMI ICSI QMSum-All
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

LongChat-7B-16K (Zero-shot) 26.15 6.77 24.50 18.06 2.07 17.12 23.40 3.86 20.78
Llama 2-13B (Zero-shot) 29.20 6.23 27.77 9.99 0.79 9.46 15.10 1.94 13.40

Llama 2-13B (Few-shot, Source-focused) 28.59 7.09 27.18 23.35 2.62 22.42 21.32 3.16 18.82
Llama 2-13B (Few-shot, Target-focused) 30.49 7.28 29.18 24.66 2.99 23.47 21.48 3.16 19.16

Proposed model 54.85 21.18 52.28 50.27 13.38 47.30 35.31 10.13 30.58

4.5 Comparison with LLM-based Long
Document Summarization

Recent studies have shown that while summaries
generated by large language models (LLMs) con-
sistently outperform those of fine-tuned summa-
rization methods in short document summarization
(Zhang et al., 2023; Pu et al., 2023b), they typi-
cally fall short in the context of long document
summarization (Yang et al., 2023; Nijkamp et al.,
2023; Touvron et al., 2023). For example, Chat-
GPT achieved a score of 28.34 R-1 on the QMSum
dataset (Yang et al., 2023), whose score is below
the 35.31 R-1 obtained in our study. According to
the study (Nijkamp et al., 2023), the performance
of XGen-7B for GovReports was only at 21.28 R-1,
which is substantially inferior compared to exist-
ing long document summarization methods. The
recently introduced Llama 2 (Touvron et al., 2023)
also encountered challenges in long document sum-
marization, achieving only a 15.08 R-1 score on
the QMSum dataset. Apart from LLMs specifically
engineered to handle extended contexts, the major-
ity of LLMs have input context length about 4K
(e.g., Llama2-13B). This implies that even when us-
ing LLMs, a multi-stage summarization approach
remains essential to process long documents.

To probe the efficacy of LLM-based summa-
rization in our experiments, we conducted exper-
iments using the LongChat (Li et al., 2023) and
Llama 2 (Touvron et al., 2023) models and eval-
uated their performance in comparison with the
proposed method. We employed two types of LLM-
based summarization approaches: zero-shot sum-

marization and few-shot multi-stage summariza-
tion. In zero-shot summarization, the model is
provided with both a task prompt and the docu-
ment as input, and then it generates a summary
of the given document. In few-shot multi-stage
summarization, we replace both the coarse and
fine-grained summarizers in the multi-stage sum-
marization with a few-shot LLM summarization
model. Here, we also examined two types of few-
shot LLMs for the coarse summarizer: a source-
focused model, where the few-shot examples are
sampled from source-focused pairs, and a target-
focused model, where the examples are sampled
from target-focused pairs.

Table 6 shows the performance of the LLM-
based summarization across three long-document
datasets. The efficacy of the summary model us-
ing LLMs is inferior to that of existing multi-stage
summarization approaches. In other words, LLMs
have not yet demonstrated strong performance in
long document summarization, indicating an area
for future research. Another interesting observa-
tion is that when using LLMs for multi-stage sum-
marization, LLMs with few-shot examples from
target-focused pairs achieve better performance
than those with few-shot examples from source-
focused pairs. These results suggest that target-
focused pairs play an important role in improving
performance in multi-stage summarization.

4.6 Case study

Table 7 shows sample summaries generated by the
proposed method and SUMMN . Both summaries
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Table 7: Sample output summary of the proposed method on the AMI dataset.

SUMMN The project manager opens the meeting by recapping the events of the previous meeting. The marketing
expert presents the results of market research , which shows that users want a fancy-looking remote control
that is easy to use and has a fancy look and feel. The user interface designer presents the user interface
concept for the remote , which is based on the idea that a remote should be simple and user-friendly. The
industrial designer presents about the internal components of a remote control. The group discusses using
kinetic energy to power the device , using a simple battery for the LCD screen , and using an advanced chip
for the advanced chip. The project manager closes the meeting , telling the team members what their tasks
will be for the next meeting. · · · The Marketing Expert will research how to produce a remote that is
technologically innovative. The User Interface Designer will look at how to make a remote out of wood or
plastic with either a wooden or plastic cover. The Group will not work with teletext. There was a lack of
information on the cost of components and materials.

Proposed
method The project manager recapped the decisions made in the previous meeting. The marketing expert

presented the results of a market study which shows that users of remotes want remotes to have a fancy look
and feel, are interested in speech recognition, and are willing to pay extra for an LCD screen. The interface
specialist presents, suggesting that the remote should be user-friendly and attractive, using large buttons,
speech recognition, and using a little display. The industrial designer presents, presenting the components
design. The group discusses the features they would like to include in the remote, including an LCD screen
and a kinetic energy source. The user interface designer and industrial designer will work together on the
look-and-feel design the group will use default materials. The remote will be single curved, single curved or
double curved. The case will be made of plastic or rubber. The company will use wood. What type of chip
to use. Whether to have a double curved or single curved case · · · the device will have a docking station for
the remote to put the remote in when not in use. what sort of chip the device should have. What kind of
display to include. What shape the remote is to be. Whether speech recognition is a good idea or not.
Whether the remote has to be a changeable case. Choosing between an LCD screen or speech recognition.

Gold The project manager opened the meeting and recapped the decisions made in the previous meeting. The
marketing expert discussed his personal preferences for the design of the remote and presented the results of
trend-watching reports , which indicated that there is a need for products which are fancy , innovative , easy
to use , in dark colors , in recognizable shapes , and in a familiar material like wood. The user interface
designer discussed the option to include speech recognition and which functions to include on the remote.
The industrial designer discussed which options he preferred for the remote in terms of energy sources ,
casing , case supplements , buttons , and chips. The team then discussed and made decisions regarding
energy sources , speech recognition , LCD screens , chips , case materials and colors , case shape and
orientation , and button orientation. · · · The case covers will be available in wood or plastic. The case will
be single curved. Whether to use kinetic energy or a conventional battery with a docking station which
recharges the remote. Whether to implement an LCD screen on the remote. Choosing between an LCD
screen or speech recognition. Using wood for the case

capture the content of the source long document
and exhibit similarities to the gold summary. How-
ever, the summary from the proposed method con-
tains more relevant phrases compared to the one
generated by SUMMN such as “recapped the deci-
sion made in the previous meeting” and “choosing
between an LCD screen or speech recognition”. We
posit that the proposed summarizer has the capacity
to generate concise coarse summaries, which subse-
quently facilitate the production of final summaries
enriched with key phrases.

5 Conclusion

In this paper, we have demonstrated the effec-
tiveness of enhancing the coarse summarizer in
the multi-stage split-then-summarization approach.
To enhance the coarser summarizer, the proposed
method focuses on constructing target-focused
aligned pairs, ensuring that only relevant source
segments are included. Then, the proposed method

incorporates contrastive learning into the training
of the coarse summarizer to reinforce the con-
veyance of the similar meaning between source and
target segments. Experimental results on six long
document summarization datasets show that the
proposed method helps improve the performance
of the multi-stage long document summarization
approach.
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Limitations

While the multi-stage split-then-summarization ap-
proach offers flexibility in processing long docu-
ments by adjusting the number of stages, it requires
lots GPUs with large memory sizes. In our experi-
ments, we used A6000 GPUs with a 48 GiB mem-
ory, and the training process took up to three days
per dataset. It is important to note that the proposed
model is based on the existing multi-stage long doc-
ument summarization approach, which means that
the memory usage during training is similar to the
existing approach, and the footprint remains the
same during inference.
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