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Abstract

Given the complexity of the judiciary in the
US Supreme Court, various procedures, along
with various resources, contribute to the court
system. However, most research focuses on
a limited set of resources, e.g., court opinions
or oral arguments, for analyzing a specific per-
spective in court, e.g., partisanship or voting.
To gain a fuller understanding of these perspec-
tives in the legal system of the US Supreme
Court, a more comprehensive dataset, connect-
ing different sources in different phases of the
court procedure, is needed. To address this
gap, we present a multi-sourced dataset for
the Supreme Court, comprising court resources
from different procedural phases, connecting
language documents with extensive metadata.
We showcase its utility through a case study
on how different court documents reveal the
decision direction (conservative vs. liberal) of
the cases. We analyze performance differences
across three protected attributes, indicating that
different court resources encode different bi-
ases, and reinforcing that considering various
resources provides a fuller picture of the court
procedures. We further discuss how our dataset
can contribute to future research directions.1

1 Introduction

With the increasing attention to legal text process-
ing, recent research has proposed various legal cor-
pora, covering different sources, e.g., court docu-
ments (Zheng et al., 2021; Chalkidis et al., 2022a;
Niklaus et al., 2021; Henderson et al., 2022; Locke
and Zuccon, 2018) or legal contracts (Tuggener
et al., 2020; Hendrycks et al., 2021; Lippi et al.,
2019), and tackling legal analysis with a diverse set
of tasks, e.g., text classification (Chalkidis et al.,
2022a,b), juridical output prediction (Zhong et al.,

∗Now at CSIRO Data61.
†Now at Google DeepMind.

1Dataset and code are made available at
https://github.com/biaoyanf/Super-SCOTUS.

Figure 1: The jurisdiction procedure of the Supreme
Court. Data resources highlighted in blue are included
in Super-SCOTUS, our multi-sourced dataset.

2018; Cui et al., 2022) and case summarization (Ye
et al., 2018; Shukla et al., 2022).

In the Supreme Court of the US (SCOTUS), sev-
eral procedures contribute to the court results and
reasoning process (Stern and Gressman, 1950). As
illustrated in Figure 1, for instance, a writ of certio-
rari is needed for the petition of the appeal to the
SCOTUS. Merits briefs in which petitioners and
respondents lay out their arguments to the Court,
are required before the oral arguments take place,
which in turn can clarify or elaborate on points
made in the briefs. Justices further discuss and de-
cide the case, and afterwards issue Opinions which
explain the reasoning behind the final judgment.
We present a comprehensive data set of SCOTUS
proceedings and meta data to enable holistic lan-
guage analysis of the court.

Various SCOTUS resources have been gathered
from different phases of the ruling procedure and
formulated in diverse tasks in order to analyze dif-
ferent perspectives of the court, e.g., voting (Ruger
et al., 2004; Katz et al., 2017; Dietrich et al., 2019),
partisanship (Bergam et al., 2022) and topic pre-
diction (Chalkidis et al., 2022a,b). However, each
work comprises only a limited set of resources with
a specific focus on one particular court perspective.

In light of this observation, we take a step for-
ward and create a multi-sourced SCOTUS dataset,
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i,e., Super-SCOTUS (Section 3). Figure 1 illus-
trates the scope and structure of our dataset. We
focus on the phases of the court hearing and post
hearing, augmented with relevant metadata on the
cases and justices.2 Our corpus connects publicly-
available resources including oral arguments and
various post-hearing annotations and summaries,
including Opinions and case summaries.

To showcase the utility of our data set, we
present a case study in Section 4 where we ask
how do different court documents reflect the direc-
tion of the final court decision (as conservative or
liberal). We predict the decision direction from
input documents from the phases of the court hear-
ing (Oral arguments) and post-hearing (Syllabus).
We consider three sensitive case attributes, derived
from the meta data of our corpus, to analyse group
disparity of our classifiers with respect to (1) Issue
Area, (2) Vote Distribution, and (3) Winning Side.
We observe that, compared to oral arguments, case
direction is easier to decode from the syllabus. The
group disparity across three protected attributes in-
dicates that different court materials might encode
different biases, suggesting the necessity of consid-
ering various resources for the full analysis of the
Supreme Court. We finally point out potential di-
rections and use cases for future work (Section 5).

In summary, our contributions are (1) a publicly
available multi-sourced SCOTUS dataset, compris-
ing various court information from different pro-
cedure phases. (2) a case study, addressing the
research question of how do the court materials
reflect the case direction, overall and wrt. discrep-
ancy for three protected attributes (3) a summary
of the different layers of legal texts in the Supreme
Court and a discussion for future research direc-
tions building on our dataset.

2 Related Work

The judiciary in court, as the base of the legal sys-
tem, has been one of the key focuses in the legal
domain (Martin and Quinn, 2002; Epstein et al.,
2010; Devins and Baum, 2017; Zheng et al., 2021;
Fang et al., 2023a). For the analysis of SCOTUS,
although various corpora exist, each corpus con-
sists of a limited fraction of the court resources and
analyzes a specific perspective of the court, e.g.,
topic prediction on court opinions (Chalkidis et al.,
2022a,b).

2We do not cover documents prior to hearing as these are
not typically released to the public.

The LexGLUE corpus (Chalkidis et al., 2022a)
is a benchmark dataset for legal language under-
standing and formulates the SCOTUS resource as a
topic classification task. Specifically, the SCOTUS
partition includes the opinion of the case,3 and an-
notates the opinions with the issue area (topic), ob-
tained from the Supreme Court Database (SCDB)
(Spaeth et al., 2021), described in Section 3. Fur-
thermore, Chalkidis et al. (2022b) considered the
same SCOTUS task but with a focus on the fairness
of classification models. They investigated various
debiasing methods in the context of the legal do-
main. However, their fairness study of SCOTUS
was limited to only one resource: opinion text.

To enrich the utilization of conversational data,
expanding from Danescu-Niculescu-Mizil et al.
(2012), Convokit (Chang et al., 2020) contains the
transcripts of oral arguments of SCOTUS cases
between 1955 to 2019.4 This partition is also in-
cluded as one of the sources in our Super-SCOTUS
dataset (Section 3).

The SC-stance dataset (Bergam et al., 2022) com-
bines the SCOTUS case questions annotated by
the Oyez website and the corresponding SCOTUS
opinion from a Kaggle dataset (Fiddler, 2022) to
predict the political stands in court. They derived
and labeled the political stands of the questions and
opinions based on the winning side of cases from
SCDB, i,e., favoring petitioners or respondents.

Henderson et al. (2022) proposed a large legal
corpus, called Pile of Law, with approx. 256G
(growing) legal and administrative text which con-
centrates on the US legal system, with the aim to
provide a comprehensive corpus for legal text with-
out containing toxic or private content. This corpus
also includes SCOTUS opinions and the transcripts
of oral arguments.

Bauer et al. (2023) annotated a dataset of approx.
436K US court opinions, including Supreme and
Federal Courts, with key passages and summaries.
However, their dataset is not publicly available.

As we discussed, current research only focuses
on a limited partition of the SCOTUS resources.
A more comprehensive dataset that covers various
court resources is needed in order to understand
how various court materials from different phases
contribute to and reflect the Supreme Court. To
address this gap, we provide a publicly-available
multi-sourced SCOTUS dataset, connecting vari-

3Obtained from https://www.courtlistener.com/
4Obtained from https://www.oyez.org/
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ous resources in different phases of the court pro-
cedure and enriching the dataset with additional
annotations from the post-hearing phase.

3 The Super-SCOTUS Dataset

As shown in Figure 1, the court system comprises
several stages. Since most pre-hearing documents
are not publicly available, our dataset includes the
resources from the court hearing and post-hearing,
listed in Section 3.1. We detail our dataset con-
struction in Section 3.2.

3.1 Dataset Sources

Supreme Court DataBase (SCDB)5 This
database (Spaeth et al., 2021) is recognized as
the definitive source for analysis of the SCOTUS.
It provides comprehensive structural metadata
in over 50 categories such as justice votes, issue
areas, and decision directions, for all SCOTUS
cases between 1791 and 2021. Each case is labeled
with a unique case ID.

Oral Arguments6 We consider the oral argu-
ments in the courtroom from Convokit (Chang
et al., 2020), containing the transcripts of SCO-
TUS oral arguments among justices, advocates and
amicus curiae for cases from 1955 to 2019. Each
utterance is annotated with the speaker and the
speaking time. Case IDs of the transcripts are also
provided and aligned with the SCDB. It is worth
noting that one case could have multiple conversa-
tions as cases can be re-argued at a later time.

Post-hearing Documents Justia7 provides the
following post-hearing data from 1791 to present:
(1) Syllabus, a preliminary section of a court ruling
that outlines the core facts and issues of the case,
and the path that the case has been taken to the
court, and (2) Opinion, set out the Court’s judg-
ment decision and its reasoning. The opinion might
also include a Concurrence by judges who agree
with the majority opinion but publish their own
reasoning; and a Dissent, which provides the rea-
soning of justices who voted against the majority.
Additionally, Justia provides (3) Primary Hold-
ing, a high-level summary of the case ruling, and
(4) Justia Summary, a lay-friendly summary of
the opinion. Primary holding and justice summary

5http://scdb.wustl.edu/. A full list of SCDB attributes is
provided in Appendix B.

6https://convokit.cornell.edu/documentation/supreme.html
7https://supreme.justia.com/

# cases covered

ConvoKit arguments 6,733
SCDB Metedata 6,721
Wikipedia Summary 1,191
Justia Syllabus 6,604
Justia Opinion 6,647
Justia Primary Holding 999
Justia Summary 602
Oyez Facts of the Case 2,945
Oyez Questions 2,946
Oyez Conclusions 2,944

Year Range 1955-2019
Justices 35

Table 1: Super-SCOTUS dataset statistics.

are additional case summaries, created by licensed
attorneys from the platform with the aim to read-
ability. This contrasts with the syllabus which was
created by the court’s reporter, and serves the pri-
mary purpose of official documentation.

Case Facts, Questions, and Conclusions For
each SCOTUS case since 1789, Oyez8 provides (1)
Facts of the Case, summarizing the background
of the case and the ruling from the lower court,
(2) Key Questions addressed in the case, and (3)
the Conclusions, i.e., answers to the key questions,
also serving as a high-level summary of the vot-
ing reasoning. All information is collated by the
editorial team of Justia.

Wikipedia Summary9 Wikipedia provides a
one-sentence summary of a set of notable Supreme
Court cases from 1789 up to the present.

Justice Information We manually collect meta-
data for all justices from Wikipedia, Oyez, and
the SCOTUS website,10 with 10 attributes: year
of birth; state of birth; gender; nominating presi-
dent; nominating party; year of joining the court;
chief justice (binary); year becoming chief justice;
self-reported affiliated party; and ideal point (con-
servative or liberal) from Martin-Quinn score (MQ
score; (Martin and Quinn, 2002)).

3.2 Dataset Creation

We crawled the data from the listed resources and
automatically linked them at the case level. The
overall statistics and coverage of SCOTUS cases

8https://www.oyez.org/
9https://en.wikipedia.org/wiki/Lists_of_United_States_

Supreme_Court_cases, categorized by Chief Justice.
10https://www.supremecourt.gov/about/members_text.aspx
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Figure 2: Case coverage of annotations. We show the
annotations from Oyez (i.e., Facts of the Case, Question,
and Conclusions) as “Oyez - Annotations” as the tempo-
ral coverages of those annotations are almost identical.

are shown in Table 1.11 We used the Oral Argu-
ments from ConvoKit as the base source, and aug-
mented it with the other resources. In other words,
Supreme Court cases that are not in the Convokit
dataset are not included.

We linked the oral arguments with the SCDB
based on the unique SCOTUS docket IDs. To parse
the data from Justia, we separated the syllabus and
opinion identifying the boundary of the two sec-
tions with a rule-based method. We separated the
sections of Opinions, Concurrence, and Dissent
based on the HTML tags provided by the website.12

We automatically connected the Justica resources
to the SCBD using case citations and discarded the
Justia resources that are not explicitly matched by
the citations. We linked cases in Oyez using the
URLs in the oral argument data from Convokit. We
utilized the case titles to match the data from the
Wikipedia summary and the SCOTUS cases.

As shown in Table 1, the summaries from Justia,
Oyez, and Wikipedia do not cover the SCOTUS
cases comprehensively as they are not part of the of-
ficial court-released documents. Annotations from
Oyez and Justia are most complete for cases since
1995 and 2013, respectively (Figure 2). Wikipedia
summaries exist only for notable cases, so no tem-
poral pattern is observed.

11Detailed statistics of all resources are shown in Ap-
pendix A.

12Note that only 1109 (out of 6733) cases contain section
separation tags. Sections could be also embedded in one
whole document, i.e., no explicit HTML tags. We do not make
separations for those cases.

Total Cases 5,205

Oral
Arguments

- avg. sentences 462
- avg. words 10,866

Syllabus - avg. sentences 33
- avg. words 837

Decision
Direction

- Conservative 2,617 (50.3%)
- Liberal 2,588 (49.7%)

Table 2: Statistics of the Decision Direction Prediction
dataset, derived from Super-SCOTUS.

4 Decision Direction Prediction from
Diverse Sources

As described in Section 2, most NLP research fo-
cuses on only a single type of document (predom-
inantly Opinion documents (Zheng et al., 2021))
and typically a single task, e.g., the classification
of the overall case topic (Chalkidis et al., 2022a,b).
Here, we (a) propose a novel task of decision direc-
tion prediction which encodes information about
case topic, justices’ voting, and political leaning;
and (b) consider this task across documents from
the ‘Court Hearing’ and the ‘Post Hearing’ phase.
Finally, we leverage the rich meta-data of Super-
SCOTUS to study biases in the respective sources.

To demonstrate the utility of Super-SCOTUS,
we study how different court materials reflect the
decision direction of a case. Decision direction is
coded as a binary variable as Conservative or Lib-
eral by legal experts for the SCDB. Both the case
outcome and the issue area (case topic) are taken
into account during this labeling. For instance, in
the issue area of criminal procedure, a Liberal label
could indicate that the case outcome is ‘pro civil
liberties’ or ‘pro-underdog’, and vice versa for Con-
servative. For cases related to economy, a Liberal
label could indicate ‘pro administrative action.13

4.1 Method

Data We consider two types of Super-SCOTUS
documents, namely the Oral Arguments from the
court hearing phase (OA), and the Syllabus from
post-hearing (SL), and predict case decision direc-
tion. We remove cases which (i) do not have labels
for voting result, decision direction, and issue area;
(ii) were discussed in more than one oral argument
session; (iii) lack the syllabus or opinion; or (iv)
include companion cases, where multiple cases
are jointly discussed. The statistics of the result-

13For full guidelines, see http://scdb.wustl.edu/
documentation.php?var=decisionDirection.
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ing dataset is shown in Table 2. Following previ-
ous work (Chalkidis et al., 2022a,b), the dataset
is chronologically split into training (4133 cases,
1955-2002), development (536 cases, 2003-2010),
and test (536 cases, 2011-2019) sets.

Protected attributes To further understand the
model performance under different court docu-
ments, we investigate group disparities based on
three groups which represent important perspec-
tives of the cases: (1) Issue Area, indicating the
general topic of the case (e.g., civil rights); (2)
Winning Side, binary, whether the voting result
favored the petitioner or respondent; and (3) Vote
Distribution, the percentage of justices that vote
with the majority categorized into five equal-width
bins, indicating level of justice agreement.14

Models We include the following models:
(1) BERT15 (Devlin et al., 2019), pretrained on
large generic domain corpus and served as a bench-
mark transformer-based model for various tasks,
and (2) Legal-BERT16 (Chalkidis et al., 2020), a
domain-specific language model pretrained on En-
glish legal text, including court cases and legisla-
tion. We include the non-neural models Logistic
Regression (LR) and Linear Support Vector Ma-
chine (SVM) with uni-gram TF-IDF features. We
also report majority and random baselines.

For the non-neural baselines, we use grid search
for the regularization parameter C with L2 penalty.
For transformer-based methods, due to the input
limitation, we consider either the first (∗-first) or
the last (∗-last) 510 tokens of a particular document
type, as the model input. We finetune models for
50 epochs with a batch size of 8, and a learning
rate of 1e-5. We select the models with the best
macro F1 on the development set.

4.2 Main Results

To study how different court materials reflect the
case decision direction, we test how reliably deci-
sion direction can be predicted by various models
based on different input documents. Table 3 shows
that all models outperform the random and major-
ity baseline, and that models based on the syllabus
(bottom) are more reliable than oral argument-
based prediction (center). This is unsurprising

14We do not use vote count as not all cases are voted by all
9 justices.

15https://huggingface.co/bert-base-uncased
16https://huggingface.co/nlpaueb/legal-bert-base-uncased

Input Model µ-F1 m-F1

- Random 50.1 50.0
Majority 52.1 32.4

Oral LR 52.4 50.1
Argument SVM 52.1 49.2

BERT - first 56.3 56.3
BERT - last 52.1 51.1
Legal BERT - first 54.3 54.0
Legal BERT - last 47.2 47.0

Syllabus LR 57.1 57.1
SVM 57.3 57.3
BERT - first 53.7 53.7
BERT - last 66.2 65.9
Legal BERT - first 53.2 51.7
Legal BERT - last 64.4 63.6

Table 3: Test results on decision direction prediction
tasks with different inputs, i.e. oral arguments and syl-
labus. “µ-F1” and “m-F1” denote micro-F1 and macro-
F1, respecitvely.

given that the syllabus is written after the court deci-
sion and explicitly states the case decision outcome,
while oral arguments precede the decision and re-
flect justices’ leanings implicitly at most as justices
should not have made up their mind or aim to ap-
pear objective (Black et al., 2011; Dietrich et al.,
2019). Holding the input type fixed, BERT outper-
forms Legal-BERT on our task. One possible rea-
son is that the syllabus and oral arguments mostly
contain generic words rather than legal vocabulary.
Models trained on oral arguments perform better
when using the first 510 tokens, which encode the
case background and introduction. Models trained
on the syllabus perform better when using the last
510 tokens, where the case decision is stated in
terms, e.g., affirmed or reversed (but importantly
not in terms of the ideological direction we are
predicting here). We overall observe a relatively
modest improvement of all models over the base-
line, indicating the challenging nature of the task
in particular for oral arguments-based models.

4.3 Group Disparity Analysis

Perhaps more interestingly than raw performance,
we are now in a position to investigate different bi-
ases exhibited by models trained on different court
documents. To this end, we analyze model perfor-
mance for different groups of cases. We consider
only the best (bolded) models from Table 3 based
on the syllabus (BERT-last) and oral arguments
(BERT-first). Following Chalkidis et al. (2022b),
we first consider our three protected groups (Sec-
tion 4.1) in isolation (Single Attribute) and subse-
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Group m-F1(↑) train(%)(↑) KL(↓)
OA SL

Issue Area

Criminal 55.9 68.7 980 (24%) 0.03
Economic 54.0 54.5 766 (19%) 0.02
Civil Rights 51.1 77.4 701 (17%) 0.00
Judicial Power 57.1 63.2 516 (12%) 0.02
1st Amendment 68.3 65.3 341 (8%) 0.05

Winning Side

Petitioner 55.2 68.1 2630 (64%) 0.00
Respondent 58.2 60.8 1503 (36%) 0.00

Vote Distribution (% majority)

50% - 60% 48.9 78.5 694 (17%) 0.01
60% - 70% 64.4 80.9 760 (18%) 0.05
70% - 80% 49.3 69.6 590 (14%) 0.02
80% - 90% 56.4 64.6 466 (11%) 0.00
90% - 100% 59.2 52.5 1585 (38%) 0.01

Table 4: Left: Group disparity results (mF1) across
attribute groups with syllabus input for the best
BERT models trained on Oral Arguments (OA) and
on Syllabus (SL). Right: Representation Inequality
(“train(%)”) and Temporal Concept Drift (“KL”). The
best (least harmful) values are highlighted in bold.

quently their intersections (Cross-Attribute).

Single Attribute Disparity Table 4 (left) dis-
plays the macro-F1 score achieved for different
partitions of cases, i.e., by Issue Area (top), Win-
ning Side (center), and Vote Distribution (bottom).
Overall, performance in different groups varies,
especially in the groups of Issue Area and Vote Dis-
tribution with mF1 varying by > 10 points. Inter-
estingly, for Vote Distribution the Syllabus-based
model performs better when the voting pattern is
more disparate, i.e., when the percentage of major-
ity voting is close to 50%.

Additionally, although the SL-based model gen-
erally performs better than the OA-based model,
there are select subgroups for which oral arguments
may provide more signals on decision direction,
e.g., 1st Amendment under Issue Area cases and
high vote agreement (90%-100%) under Vote Dis-
tribution, indicating the difference of bias entailed
in different court documents.

To rule out that performance disparity is caused
by idiosyncrasies of our data set, we consider two
more general factors (Chalkidis et al., 2022b): (1)
representation inequality, as number of training
instances per group, and (2) Temporal Concept
Drift as measured by the KL-divergence of per
group label distribution between the training and
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Figure 3: Percentage of Liberal decisions in the train
(grey) and test set (black) vs. Model Performance based
on OA (blue) and SL (red) on the test set. “CP”,
“EA”, “CR”, “JP”, and “FA” denote “Criminal Proce-
dure”, “Economic Activity”, “Civil Rights”, “Judicial
Power” and “First Amendment”, respectively. “k%"
denotes Vote Distribution in k% - (k + 10)%, where
k ∈ [50, 60, 70, 80, 90].

test sets.
Table 4 (column #train(%)) shows the group rep-

resentation in the training data, and reveals that
performance does not correlate with representation.
For instance, the largest Issue Area of “Criminal
Law” does not achieve best performance. Turning
to temporal concept drift (column KL), we observe
low drift throughout. Drift does not predict group
disparities either. For instance, for Issue Area the
best performing labels from Syllabus and the Oral
Arguments-based model have the highest and low-
est KL, respectively.

Finally, we inspect if the label distribution cor-
relates with group-specific model performance, fo-
cussing on the multi-class variables Issue Area
and Vote Distribution. We show the label distribu-
tions of decision direction under different attribute
groups, unpacking the KL-divergence in the train
(grey) and test (black) sets, and compare them with
the model performance in Figure 3. We do not
observe severe label imbalance in the train and test
sets across different attribute groups (little variance
in the grey and black lines in Figure 3 (a) and (b)).
We do not observe a significant correlation between
Syllabus performance (SL, red) and label distribu-
tion (grey and black) under Pearson R (p > 0.1)
across groups. The same holds for the relation of
Oral Argument input (OA, blue) to label distribu-
tion.

Cross-Attribute Disparity Attributes are not
necessarily independent of each other (Chalkidis
et al., 2022b). To further unpack how different
groups interact, we inspect performance discrepan-
cies in groups that intersect on two of our attributes.
In particular we intersect Issue Area with Winning

207



Side (Table 5 and 6, top) and Vote Distributions
(Table 5 and 6, bottom). We do so for the OA-
based model in Table 5 and the SL-based model in
Table 6.

Table 5 (top) reveals for the OA-based model
that, although models predicted ‘Respondent Win-
ners’ with higher Macro-F1 in the overall analysis
(Table 4), the picture is less clear in the intersection
with Issue Area, where ‘Petitioner Winners’ are
predicted with higher Macro-F1 for three out of
five cases (CP, EA and most strikingly FA). Mov-
ing to the SL-based model (Table 6, top), we see
that ‘Petitioner Winners’ are predicted with higher
Macro-F1 than ‘Respondent Winners’ across issue
areas, in agreement with the overall results in Ta-
ble 4, suggesting the prevalent bias of Winning
Side in the SL-based model. One possible reason
is the explicit statement of the case outcome, which
makes it easier for the SL-based model to learn the
case direction signals. Further investigation, e.g.,
removing the voting result from the last few sen-
tences in Syllabus (Malik et al., 2021), would be
worthy to explore to understand the impact.

In Table 5, the performance varies in the cross-
attributes of the Issue Area and Vote Distribution,
indicating the complexity of identifying case direc-
tion across attributes from Oral Arguments. For
our SL-based model in Table 6 (bottom), we ob-
serve that attributes in Issue Area that showed over-
all high performance, consistently achieve better
performance across different Vote Distributions.
Aligned with the overall results in Table 4, we also
observe poor performance under unanimous cases
throughout issue areas. One possible reason is that
unanimous cases generally include important cases
and historically those critical cases do not reflect
much political leaning (Devins and Baum, 2017),
one factor that would affect the case direction.

Overall, we show that models with different
court documents as input (Oral Arguments vs. Syl-
labus) exhibit different performance discrepancies
for different attribute groups. This is certainly due
to the different nature in style and content of the
documents. Our corpus and framework allow to
systematically analyse downstream performance bi-
ases implied by different inputs – a mandatory pre-
requisite for any predictive models in high-stakes
applications like the legal domain.

Group A: Issue Area

Group B: CP EA CR JP FA

Petitioner 52.4 59.2 46.4 54.1 79.2
Respondent 40.3 42.6 59.0 59.6 45.1

50% - 60% 52.4 60.6 47.5 26.7 –
60% - 70% 72.0 45.0 64.9 75.0 –
70% - 80% 44.0 52.1 24.5 – 73.3
80% - 90% 49.7 49.7 – – –
90% - 100% 44.6 55.4 60.0 53.9 66.7

Table 5: MacroF1 results in cross-attribute influence on
the BERT model with Oral Arguments input, intersect-
ing Issue Area with either Winning Side (top) or Vote
Distribution (bottom). Best and worst performing group
per Issue Area are highlighted.

5 Conclusion and Future Vision

We presented a publicly-available multi-sourced
dataset for the analysis of the US Supreme Court,
namely the Super-SCOTUS dataset. Specifically,
we focus on various resources from the phases
of the court hearing and post hearing, connecting
court-released data, both text documents (Opinions,
Syllabus) and structured data (voting outcomes, is-
sue areas), and enriching it with various summaries
from different legal platforms, including key ques-
tions/conclusions of the court from Oyez and land-
mark case summaries from Wikipedia.

Our dataset supports a variety novel of NLP tasks
(Section 5.1), where the empirical experiments in
this paper only scratched the surface. To demon-
strate the utility of Super-SCOTUS, we propose
the challenging novel task of Decision Direction
prediction, where labels encode the ideological di-
rection most aligned with the case outcome (Lib-
eral vs Conservative). We presented a case study
using different court materials as input, namely
Oral Arguments and Syllabus, and analyzed per-
formance discrepancies of the best resulting mod-
els regarding three attribute groups. We observed
that model performance varies with different in-
puts. The group disparity analysis further shows
the performance difference across attributes, indi-
cating that different biases exist in models trained
on different court documents and suggesting the
importance of considering various sources in the
analysis of the court.

5.1 Future Vision
With the rich resources incorporated in our Super-
SCOTUS corpus, we now have the opportunity to
further enhance and expand the legal research in
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Group A: Issue Area

Group B: CP EA CR JP FA

Petitioner 67.5 54.6 80.6 66.8 74.9
Respondent 49.3 54.3 69.3 49.5 33.3

50% - 60% 96.3 44.8 81.5 80.4 –
60% - 70% 75.6 71.8 100.0 75.0 –
70% - 80% 66.4 55.6 100.0 – 66.7
80% - 90% 68.9 49.7 – – –
90% - 100% 45.2 52.1 61.0 43.3 56.4

Table 6: Same as Table 5, but with Syllabus based
model input.

various tasks.

Court Decision Direction Prediction Our case
study on decision prediction (Section 4) shows that
different court documents—Oral Arguments versus
Syllabus—entail different biases towards the pre-
diction task. This analysis can be further expanded
to other documents, e.g., Justia summary and Oyez
conclusions, in order to gain a fuller understanding
of court materials. The specific task of decision di-
rection prediction would not be the end goal itself,
but rather serve as vehicle to explore the biases and
information encoded in those different documents,
and how they impact downstream task performance.
Furthermore, one might explore the impact of se-
lecting certain information from those documents,
or summarizing them automatically, would impact
model performance.

Court Judgment Prediction We acknowledge
the ethical concerns of legal judgement prediction,
and do not recommend the task as benchmark task.
That said, our data set allows to systematically
study the extent to which justices’ decisions are
encoded in various court documents – most inter-
estingly both during the court hearing (e.g., in Oral
Arguments (Dietrich et al., 2019; Epstein et al.,
2010; Epstein and Weinshall, 2021)) and post hear-
ing. Related research casts the Court Judgment
Prediction task based on documents from the post-
hearing phase (Cui et al., 2022; Sim et al., 2015,
2016; Zhong et al., 2018) or purely on case charac-
teristic (Ruger et al., 2004; Katz et al., 2017) and
analyzes the results separately.

Ideology and Partisanship Most research devel-
ops the analysis of ideology and partisanship based
on justices’ voting (Martin and Quinn, 2002, 2007;
Bailey and Maltzman, 2011; Bailey, 2013; Devins
and Baum, 2017), assuming judicial preferences

could be represented by their voting. It is also
well-established that politicians choose words care-
fully in order to convey specific messages (Entman,
1993; Lakoff, 2010; Robinson et al., 2017). Build-
ing on our dataset, we now can investigate how
the court documents, e.g., speeches from justices,
advocates, or amicus curiae, reveal their partisan
affiliations, and in how far their words align with
their voting results (Bergam et al., 2022; Fang et al.,
2023b).

Court Summarization Given the substantial
length of most official legal documents and their
high degree of expert language that is barely under-
standable to lay people, recent research has been
focusing on extracting or summarizing key infor-
mation from legal text (Ye et al., 2018; Wu et al.,
2020; Shukla et al., 2022; Deroy et al., 2023; Bhat-
tacharya et al., 2019; Shukla et al., 2022; Bauer
et al., 2023).

Super-SCOTUS is a multi-reference summa-
rization data set. It combines full-length court
documents with various levels of summarization,
aligned by case IDs. One promising and under-
explored direction is to extract key contents from
written Opinions and to generate the Syllabus. Ad-
ditionally, the annotation of case questions, stat-
ing the key question addressed in the case, could
be viewed as an ‘extreme summary’ of the case.
Generating the key questions given the syllabus,
opinion, and/or transcripts of oral arguments would
be both challenging and a practically highly useful
NLP application to increase accessibility of SCO-
TUS data to the general public. One natural related
task would be how to answer those key questions,
i.e., to generate the Conclusions in our data set,
addressing the questions with judgment output and
reasoning, given the facts of the case and other
additional documents.

Model Speaker’s Behaviors Increasing atten-
tion has been paid to understand the conversa-
tional behavior in the courtroom, e.g., association
with voting (Epstein et al., 2010; Bergam et al.,
2022; Epstein and Weinshall, 2021; Dietrich et al.,
2019) and social dynamic in speakers’ responses
(Danescu-Niculescu-Mizil et al., 2012; Fang et al.,
2023a). Particular for justices, with the rich meta-
data in our Super-SCOTUS annotations and various
types of text from justices, we could further unlock
research in analyzing court behaviors from differ-
ent parties, e.g., to what extent the spoken text in
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the courtroom reveals the attributes of speakers,
what linguist signals in spoken text those attribute
groups encode, and furthermore how those signals
correlate to their written documents.

Fairness and Bias In the context of the legal do-
main, one of the principal values is equality and
non-discrimination (Xenidis and Senden, 2019).
Although the definition of equality in law is com-
pletely the same, this also applies to the develop-
ment of legal AI systems (Barfield, 2020; Chalkidis
et al., 2022b; Wachter et al., 2020; Zhong et al.,
2020). Particulary, Chalkidis et al. (2022b) bench-
marked the evaluation of fairness in legal classifi-
cation tasks over four jurisdictions, including SCO-
TUS with a task of issue area prediction along with
two attribute groups (Respondent Type and De-
cision Direction). However, their analysis only
focused on one specific court document, i.e., Opin-
ions. With the availability of rich metadata (over
50 structural labels) and various text documents in
phases of court hearing and post hearing, our Super-
SCOTUS corpus provides an opportunity to sys-
tematically and comprehensively evaluate model
fairness and debiasing methods in the classification
tasks of SCOTUS.

Furthermore, attempts have also been made in
summarizing or generating key content from writ-
ten legal documents (Ye et al., 2018; Wu et al.,
2020; Shukla et al., 2022; Bhattacharya et al.,
2019). However, most research only focuses on the
generation performance but not through the lens
of fairness. Our multi-sourced dataset includes
diverse layers of summaries connected with com-
prehensive metadata of the SCOTUS cases. This
provides a unique opportunity to evaluate the fair-
ness and bias of generation summarization models
in the context of the legal domain and further bene-
fit the development of fair legal systems.

Our creation of Super-SCOTUS takes a step
further in this direction by giving the accessibil-
ity of comparing external resources with various
SCOTUS-related materials, for instance, investi-
gating partisanship alignment in the congressional
records and various Supreme Court documents.

Ethics Statement

Social Impact We created a multi-sourced
dataset which comprises diverse perspectives on
the court hearing and post-hearing procedures, in-
cluding both text and rich meta data. We presented
a case study to showcase the potentials of our data

set and discussed opportunities for future work. As
a single, comprehensive resource Super-SCOTUS
facilitates research in the legal domain from various
perspectives (Section 5.1).

Acknowledging the importance of ethics in the
legal domain (Tsarapatsanis and Aletras, 2021),
we follow Chalkidis et al. (2022b) in arguing that
the development of legal technology should not
only rely on the performance of the majority group,
and add that it additionally should not rely on only
a single document source. Our data set allows
to study these questions, e.g., by identifying the
confounders in court documents that lead to unfair
or unreliable behavior.

Personal Information Super-SCOTUS contains
personal information, e.g., about the petitioners and
respondents (from the SCDB data base). Given that
all cases are (reasonably) high profile by definition
of being considered at the SCOTUS, and the data
was obtained from public repositories we did not
redact this information. We encourage researchers
to consider the potential impacts of personal infor-
mation in their research. The usage of the data has
to be in compliance with US law.

Additionally, we manually added gender and
nominated party of SCOTUS justices as additional
meta data, again sourced from public databases
(Wikipedia). Given the impact of Supreme Court
justices on the US legal system, we collect this
data to provide more comprehensive context for the
analysis of the US Supreme Court as in the whole
system, but not at the individual level. We make no
attempt to target any justices, nor encourage it.

Credit Attribution / Licensing The Convokit
dataset is distributed under the MIT license. The
usae of official data by the Supreme Court (SCDB)
must comply with US law. Annotations from Justia
are provided as open access contributed pro-bono
by licensed attorneys.17 Data from Oyez is under
Creative Commons Attribution-NonCommercial
4.0 International License.18 Annotations from
Wikipedia are available under the Creative Com-
mons Attribution-ShareAlike License 4.0.19 We
release the Super-SCOTUS dataset under a CC-BY-
NC-SA-4.0 license.20

17https://law.justia.com/annotations/
18https://creativecommons.org/licenses/by-nc/4.0/
19https://en.wikipedia.org/wiki/Wikipedia:Text_of_the_

Creative_Commons_Attribution-ShareAlike_4.0_Inter-
national_License

20https://creativecommons.org/licenses/by-nc-sa/4.0/
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A Detailed Dataset Statistic

Table 7 provides a detailed statistic of the Super-
SCOTUS corpus.

B A Full list of SCDB Attributes

Table 8 provides a full list of SCDB attributes.
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# cases covered Number

ConvoKit arguments 6,733 - avg. sentences 512
- avg. words 12,191

SCDB Metedata 6,721 - # attributes 53

Wikipedia Summary 1,191 - avg. sentences 1
- avg. words 71

Justia Syllabus 6,604 - avg. sentences 32
- avg. words 791

Justia Opinion 6,647 - avg. sentences 340
- avg. words 9,276

Justia Primary Holding 999 - avg. sentences 1
- avg. words 37

Justia Summary 602 - avg. sentences 12
- avg. words 305

Oyez Facts of the Case 2,945 - avg. sentences 8
- avg. words 199

Oyez Questions 2,946 - avg. sentences 1
- avg. words 36

Oyez Conclusions 2,944 - avg. sentences 7
- avg. words 211

Table 7: Detailed statistics of Super-SCOTUS.

0 adminAction 1 adminActionState 2 authorityDecision1
3 authorityDecision2 4 caseDisposition 5 caseDispositionUnusual
6 caseId 7 caseIssuesId 8 caseName
9 caseOrigin 10 caseOriginState 11 caseSource
12 caseSourceState 13 certReason 14 chief
15 dateArgument 16 dateDecision 17 dateRearg
18 decisionDirection 19 decisionDirectionDissent 20 decisionType
21 declarationUncon 22 docket 23 docketId
24 issue 25 issueArea 26 jurisdiction
27 lawMinor 28 lawSupp 29 lawType
30 lcDisagreement 31 lcDisposition 32 lcDispositionDirection
33 ledCite 34 lexisCite 35 majOpinAssigner
36 majOpinWriter 37 majVotes 38 minVotes
39 naturalCourt 40 partyWinning 41 petitioner
42 petitionerState 43 precedentAlteration 44 respondent
45 respondentState 46 sctCite 47 splitVote
48 term 49 threeJudgeFdc 50 usCite
51 voteId 52 voteUnclear

Table 8: A list of SCDB attributes (Spaeth et al., 2021).
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