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Abstract

In the legal domain, we often perform classifi-
cation tasks on very long documents, for exam-
ple court judgements. These documents often
contain thousands of words, so the length of
these documents poses a challenge for this mod-
elling task. In this research paper, we present
a comprehensive evaluation of various strate-
gies to perform long text classification using
Transformers in conjunction with strategies to
select document chunks using traditional NLP
models. We conduct our experiments on 6
benchmark datasets comprising lengthy docu-
ments, 4 of which are publicly available. Each
dataset has a median word count exceeding
1,000. Our evaluation encompasses state-of-
the-art Transformer models, such as RoBERTa,
Longformer, HAT, MEGA and LegalBERT and
compares them with a traditional baseline TF-
IDF + Neural Network (NN) model. We in-
vestigate the effectiveness of pre-training on
large corpora, fine-tuning strategies, and trans-
fer learning techniques in the context of long
text classification.

1 Introduction

The performance of text classification methods has
improved significantly over the last decade for text
instances containing less than 512 characters. Due
to the high computational cost of processing longer
text instances, this limitation is introduced in the
most recent transformer models. To alleviate this
problem and improve the classification of long
texts, researchers tried to address the root causes of
the computational cost and proposed the optimiza-
tion of the attention mechanism (Vaswani et al.,
2017), which is a key element of any transformer
model.

This research undertakes a comparative study
of different ways of doing long text, multi-label
classification on multiple legal datasets. We take
existing approaches from literature and try an al-
ternate approach of our own. The end goal is to

strike a balance between model performance and
computational efficiency.

2 Related Work

Natural Language Processing (NLP) is a subfield
of computer science and linguistics that focuses on
processing language, including text. Probably the
most basic task within this field is Text Classifica-
tion, which given text as an input the objective is
to classify it among a set of categories. To perform
this classification, the model needs to extract fea-
tures from the text and preferably to understand
correlations between its different parts, in a similar
way that us humans do where we connect different
entities in a sentence to extract meaning from them.

Some approaches treated text with a Bag-of-
Words (BoW) model, as introduced by Harris (Har-
ris, 1954), where grammar and word order are dis-
regarded and we consider text as a set of words with
their multiplicity. Related to this concept, a popular
idea to model text which became popular during
the era of Statistical NLP (1990s–2010s) is TF-IDF
(Term Frequency - Inverse Document Frequency).
First described in 1972, TF-IDF (Sparck Jones,
1972) as its name indicates consists on vectorizing
text by reflecting how important a term is to a doc-
ument in a collection or corpus. Its main intuition
is to divide the occurrences of the term in the text
by the occurrences of this term in the whole corpus,
this way we get the relative importance of a given
term.

In the decade of the 2010s we dive into the era of
the Neural Models for NLP, starting in 2013 with
the word2vec embeddings (Mikolov et al., 2013)
used to train a Recurrent Neural Network (RNN).
This idea of training representation of words and
terms quickly became very popular and since then
there have appeared many methods to obtain these
representations in an unsupervised way to then use
them for downstream tasks, for example GloVe
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(Pennington et al., 2014) and fastText (Bojanowski
et al., 2017).

A big revolution in NLP started with the presen-
tation of the Transformer architecture by Vaswani
(Vaswani et al., 2017) and its attention mechanism.
This architecture later evolved into models that
have also been pre-trained to obtain representations
of the input tokens, as for example BERT (Devlin
et al., 2018) and RoBERTa (Liu et al., 2019). Legal-
BERT (Chalkidis et al., 2020) consists in BERT
heavily pre-trained with legal data, and this spe-
cialization has been proved to improve the perfor-
mance of the model in downstream tasks that use
this language. Nonetheless, in this study we do
not include models pre-trained with legal corpora
because it would include a bias when comparing
with other architectures that do not have a public
version pre-trained on this type of language.

The limitation of these mentioned models is that
due to the quadratic computational cost the atten-
tion mechanism, they allowed up to 512 tokens
in the input, while legal documents can easily be
formed by thousands of them. This problem has
led to two alternatives: truncation methods in or-
der to process a part of the text, for example the
first 512 tokens, and to derive the classification
from that part and models that contain a more effi-
cient attention mechanism rather than computing
the pair-wise attention between all the tokens in the
input.

Many sparse-attention models have been pro-
posed, the most popular ones being Longformer
(Beltagy et al., 2020), BigBird (Zaheer et al., 2020)
and most recently Mega (Ma et al., 2022) has
proved to be the best in the benchmark for long se-
quence modeling "Long Range Arena" (Tay et al.,
2020). This latter one, despite being the best per-
forming model for long sequences has not become
very popular due to not being a public model that
has been largely pre-trained. Another popular ap-
proach to process long text are Hierarchical Atten-
tion Transformers (HAT) (Pappagari et al., 2019),
which aim at processing the whole text by encod-
ing chunks of typically 512 or less tokens at each
step and then encoding these together in a hierar-
chical way, through cross-segment attention blocks
(Chalkidis et al., 2022).

Some research has been done in the direction of
putting all these different methods with different in-
tuitions in a fair comparison to solve a multi-label
classification task. Some of these studies include
TextGuide (Fiok et al., 2021) which compared the

performance of different truncation methods in se-
lecting the text to train a Language Model, Park
(Park et al., 2022) studied and compared different
efficient LMs and Chalkidis (Chalkidis et al., 2022)
compared Longformer to HATs for long document
classification. Nonetheless, no work has obtained
definitive and actionable conclusions and more im-
portantly no other work has compared traditional
approaches such as TF-IDF vectorization followed
by a Neural Network (NN) for classification with
truncation methods to train popular Language Mod-
els such as BERT and Sparse-attention models de-
signed to process long documents at once.

3 Research questions

Few works have focused on widely comparing dif-
ferent text classification approaches, so this method
aims at setting the baseline for choosing an ap-
proach for multi-label / multi-class text classifica-
tion given a set of constraints. So, the research
questions that will be addressed are:

• Which is the Truncation method that works
the best on input text?

• Which is the approach that reports the highest
performance?

• Which is the most cost-effective approach?

• Can we train a cost-effective language model
on very long sequences?

4 Datasets

Six datasets with long documents have been cho-
sen to compare the performance of the different
approaches:

Canadian Abridgement Dataset: This dataset
contains 369,943 Canadian court judgements and
their classification as per the Abridgement classi-
fication taxonomy as defined by the editorial team
for Checkpoint. The classification follows a hierar-
chy, starting with 55 broad classes (subject titles).
These classes have further sub-categories going up
to 6 levels. Each unique classification up to the 6th
level is treated as one class. The data belongs to the
period 2000-2021. We have used only those cases
whose classification belongs to the latest available
version of the taxonomy.

Checkpoint Tax Type Classification: Thom-
son Reuters monitors multiple sources (tax courts,
rulings, official materials etc.) in order to incor-
porate the latest changes in law or guidance into
Checkpoint editorial content. Documents from
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Dataset Words/Doc # Classes
Canada A 5,321 11,648
Posture 50K 2,901 256
Tax Type 708 44
SCOTUS 5,352 14
MIMIC-III 2,260 19
ECtHR 2,140 10

Table 1: Average words per document and number of
unique classes for each dataset used

these sources are called Alerts. During post pro-
cessing, the editors assign tags to these alerts which
are known as tax-types which states what type of
tax a given alert talks about. This is a multi-label
classification dataset. We currently have two types
of alerts - rulings and official materials.

Posture 50K: (Song et al., 2022) This data-set is
publicly accessible and has been made available by
Thomson Reuters. It is designed for the purpose of
identifying the legal Procedural Postures involved
in legal motions within a legal case. To illustrate,
a plaintiff might request an appellate court to over-
turn a specific decision made by a lower court judge
regarding a motion, which is referred to as an "On
Appeal" procedural posture. The dataset comprises
50,000 legal opinions, representing real-world legal
cases in the United States, along with their corre-
sponding postures. The majority of these cases
span from the year 2013 to 2020, with just three
cases occurring prior to 2013.

SCOTUS: (Chalkidis et al., 2021b) This consti-
tutes one of the six datasets within LexGLUE. It
encompasses court opinions issued by the United
States Supreme Court (SCOTUS). The primary
challenge within this dataset involves single-label
multi-class classification, with the aim of forecast-
ing the pertinent issue area for each court opinion.
There are 14 distinct classes that align with spe-
cific issue areas, collectively encompassing 278
issues centered around the subject matter of the
legal dispute.

MIMIC-III Dataset: (Johnson et al., 2016)
Contains approx. 50k discharge summaries from
US hospitals. Each summary is annotated with one
or more codes (labels) from the ICD-9 taxonomy.
The input of the model is a discharge summary, and
the output is the set of the relevant 1st level ICD-9
(19 in total) codes.

ECtHR (Task B): (Chalkidis et al., 2021a) This
is one of the six data-sets from LexGLUE. It com-

prises approximately 11,000 cases sourced from
the public database of the European Court of Hu-
man Rights (ECtHR). For each case, the dataset in-
cludes a collection of factual paragraphs extracted
from the case description. Each case is associated
with specific articles of the European Convention
on Human Rights (ECHR) that were purportedly
violated, as determined by the court. In terms of
model input, it consists of the factual paragraph
list for a given case, while the model’s output com-
prises the set of articles that are alleged to have
been violated.

The first two datasets are internal from Thomson
Reuters, while the other four are publicly available.
Mimic-III contains medical documents and the rest
contain legal text, which is our focus area. Table 1
shows a summary of the statistics of each dataset.

5 Experiments

5.1 Setup

The 10 selected methods, which are explained in
the next section, are trained for the 6 datasets with
a standardized methodology.

Learning Rates: We trained each transformer
model on three predefined learning rates to over-
come possible variability on the optimal learning
rate across models and datasets. These learning
rates were 2e-05, 1e-05 and 5e-06 respectively. For
each model, we selected the version which pro-
vided the best results on the respective development
dataset. We then used this optimal configuration
to score our test dataset. We used a standardized
script for training of all models, starting with the
same base model (RoBERTa) wherever possible.

Evaluation metric: The authors have chosen
micro-f1 score as the metric to establish a com-
parison between the different approaches. This is
motivated by it being the most used throughout the
literature when comparing models for the task of
multi-label classification.

Repeatability: We ensured that this training is
also reproducible by using fixed seeds and used
the same batch size for the models across datasets
and the same batch-size * accumulation-steps of 8
across models. Out of the four publicly available
datasets, we dropped a few observations only from
ECtHR. These were observations with missing la-
bels. Aside from that, the train-dev-test datasets
were left unchanged and used as-is in each case.

Base Model selection: We use RoBERTa as the
baseline transformer model instead of LegalBERT.
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This was done due to the following reasons:

• LegalBERT uses LexGLUE (Chalkidis et al.,
2021b) datasets during its pretraining process.
Hence we observed abnormal performance
gains on the ECtHR data-set which was not
visible across other datasets.

• Longformer starts its training from a
RoBERTa checkpoint so the comparison with
RoBERTa becomes fair

• We decided to include MIMIC-III dataset for
which LegalBERT might not be ideal.

It is to be noted though that we did observe 1-2%
gains in F1 scores on legal datasets (other than
LexGLUE) while making a switch from RoBERTa
to LegalBERT.

5.2 Models

The following models were evaluated:

• TF-IDF + Neural Net (NN): Vectorization
of each document through TF-IDF to then
train a Neural Network to classify these vec-
tors. Pre-processing included lower-casing,
removing punctuation, special characters, dig-
its and words containing less than 3 charac-
ters. We used TfidfVectorizer from sklearn
with ngram range (1,2), and max features
capped at 50,000. The neural network used
1 hidden layer, relu activation, dropout =
.3 and batch size of 64. We iterated over
3 learning rates (.001,.002,.01) and 3 layer
sizes (128,256,512). Early stopping on val-
categorical-accuracy with patience = 3 was
used. The same grid-search approach was
considered for all data-sets and the hyper-
parameters giving best micro-averaged F1
scores on the dev dataset were finally selected.

• RoBERTa First 512 tokens: Truncate the
first 512 tokens of the input text to fine-tune
pre-trained RoBERTa. It is likely that docu-
ments tend to contain important and descrip-
tive information at the beginning, as for exam-
ple abstracts or introductions.

• RoBERTa Last 512 tokens: Truncate the last
512 tokens of the input text to fine-tune pre-
trained RoBERTa. It is possible that important
information is found at the end of a document,
as for example summaries or conclusions.

• RoBERTa First & Last 256 tokens: Con-
catenate the first and the last 256 tokens to

obtain a chunk of 512 tokens to fine-tune pre-
trained RoBERTa. Information at the begin-
ning or at the end of a document e.g. introduc-
tions or conclusions might give more general
information about the document than text in
the middle, specially in a very long document.

• RoBERTa First & Last 512 tokens: Fine-
tune a pre-trained RoBERTa model with
chunks corresponding to first and last 512 of
each document, by splitting them into two
samples with the same labels. At inference
time, aggregate the predictions for these two
chunks per document, which can be done in
different ways. For the results that we share
in this paper, for the multi-label datasets, we
take the mean probability for each class be-
tween the two chunks, and then find the best
classification threshold. For the multi-class
case, we replace the mean by max and select
the class with the highest probability.

• RoBERTa w/ Best paragraph selection:
This is a custom approach to obtain a smaller
and more targeted training dataset. First,
we train a traditional NN model on the tf-idf
vectorization of the full training documents.
Then for each training document, we do the
following:

1. Split the document into a maximum of
10 chunks of 512 tokens and predict for
each of them with the previously trained
model. Note: more than 10 chunks can
be used, if desired.

2. Take a dot product between the predic-
tion (probability) vector for each chunk
with the label vector for the document.
Note: The label vector is already a binary
vector indicating the presence of a class
label.

3. Select the chunk having the highest sim-
ilarity with the label vector, which is
likely the "most important chunk", as it
has been classified the best.

Having a dataset of the most important chunk
per document, we now fine-tune a RoBERTa
model for the multi-label classification task.
At inference time, it is not possible to select
the most important chunk for each document
because we have no labels, so for each docu-
ment, we:

1. Split the text into a maximum of 10
chunks and predict for each of them inde-
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Figure 1: Paragraph importance distribution for all dev datasets. We take only those documents where we have
>=10 chunks for this representation

pendently with the fine-tuned RoBERTa
model.

2. The predictions for each of these chunks
are then combined. The combination
can be done in multiple ways. One ap-
proach could be taking a sum/average of
the predictions (probabilities) for each
class across chunks and then applying
some threshold. Another could be tak-
ing the highest probability for each class
observed across chunks and then apply-
ing a threshold. There were multiple ap-
proaches like these that were evaluated.

3. It has been found empirically that the
most effective way to combine the predic-
tions is to first predict the class that has
the highest weighted average confidence.
The weights in this case come from the
paragraph importance distribution given
in Figure 1 and derived from the model
training data set. Subsequently, we pre-
dict all the other classes whose average
confidence is within a ratio of 0.8 to the
top class. For the multi-class classifica-
tion case, we stop at only 1 prediction.

• Longformer First 4096 tokens: Fine-tune
a pre-trained Longformer with the first 4096
tokens of the document.

• Longformer First & Last 512: tokens: Con-
catenate the first and the last 512 tokens to
obtain a chunk of 1024 tokens to fine-tune
a pre-trained Longformer. Same intuition as
with RoBERTa and possible efficiency boost

compared to Longformer processing 4096 to-
kens.

• HATs First 4096 tokens: Fine-tune a pre-
trained HAT with the first 4096 tokens of the
document. The chosen implementation uses
BERT as a backbone model.

• HATs First & Last 512 tokens: Concate-
nate the first and the last 512 tokens to obtain
a chunk of 1024 tokens to fine-tune a pre-
trained HAT.

• MEGA: Moving Average Equipped Gated
Attention 4096: Fine-tune a pre-trained (by
us) MEGA with the first 4096 tokens of the
document. Pre-training details can be found
in appendix A.

6 Results

6.1 Paragraph importance

In the explanation of the "RoBERTa w/ Best para
selection" approach it has been mentioned that dur-
ing the training phase of the model we select the
chunk within each document that has been pre-
dicted the best, which we call the most important.
If we select the documents that were split into 10
chunks (the maximum allowed, 5 chunks at the be-
ginning and 5 at the end) and we plot the histogram
of which was the most important paragraph, we
get the results in Figure 1.

Figure 1 shows how the first paragraph is the
most important in the three Thomson Reuters
datasets. In MIMIC-III though, the chunks at the
end have more importance than the ones at the
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Figure 2: Heat-map of testing Micro-F1s per dataset. Inference time for TF-IDF+DNN corresponds to CPU
evaluation, while the rest have been evaluated on a single GPU.

beginning. In the LexGLUE datasets, it is more
evenly distributed. In the next section, it is seen
how these distributions relate to the performance
of the approaches that truncate different parts of
the text.

6.2 Comparison of testing results

Figure 2 contains the testing Micro-F1 score at in-
ference time for each combination of dataset and
approach, together with a color coding to mak-
ing it easier to spot the best and worst performing
approaches for each dataset. These are the main
observations:

• There is not one clear model that performs
the best across all datasets, even though some
approaches perform consistently better than
others. In 4 out of the 6 datasets, Longformer
trained with the first 4096 tokens provides the
best performance, but on the other hand it is
the least efficient.

• TF-IDF + DNN provides a strong baseline,
as it is not far from the rest of RoBeRTa-based
approaches and it is hundreds of times more
efficient (using a CPU, while RoBERTa-based
are evaluated using a single GPU).

• Models that truncate first tokens work well
on Thomson Reuters datasets because of the
importance of the first chunk, as seen in the
"Paragraph Importance" section,

• Mimic-III and ECtHR-B are the only two
datasets where the first chunk is not the most
important, as it has been seen in the previous

section, hence RoBERTa with first 512 tokens
shows worse performance.

• RoBERTa concatenating first and last 256
tokens provides a better performance than
RoBERTa first 512 on 5 out of 6 datasets, so
in cases where it is possible to have relevant
information at the end of the document, it can
be a better approach.

• The versions of Longformer and HAT con-
catenating first and last 512 tokens provide
a comparable performance to their version
with the first 4096 tokens, while being around
4 times more efficient.

• Longformer performs better than HAT for 4
out of 6 datasets, but it is less efficient. Their
versions concatenating the first and last 512
tokens also perform very similar.

• The in-house pretrained MEGA has a con-
sistently good performance for all datasets
without being the best in any, but it is consider-
ably more efficient than the other two models
with 4096 tokens.

7 Conclusions and Future Work

We recommend the following Model training
Guidelines:

1. Train a baseline model (TF-IDF + DNN). It is
the most efficient and typically reports good
performance. This could be a good solution if
1-2% lower performance compared to SOTA
is acceptable.
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2. Plot the paragraph importance for your
dataset, and identify which paragraphs are the
most important. In case the Paragraph Im-
portance has a U shape, like court judgement
datasets, the best choice is usually a concate-
nated model.

• LegalBERT/RoBERTa concatenate first
and last 256, if good efficiency is needed.

• Longformer/HAT concatenate first and
last 512, if efficiency is not the priority.

3. In case Paragraph importance is more uniform,
best choice is a Long model, as all paragraphs
are important:

• Longformer with first 4096 tokens will
probably report the best performance, but
it is expensive to train.

• HAT Concat first and last 512 will prob-
ably report a slightly lower performance
than Longformer 4096, while being quite
more efficient.

• LegalBERT concat or LegalBERT trun-
cate will probably still report decent re-
sults, while being efficient.

Future work could be done in this topic by com-
paring the presented approaches to newer models
that have come out after this study has been done.
Some of these models can be:

• Llama 2 (Touvron et al., 2023) is a family
of LLMs released by Meta with a context
of 4096 tokens. Their extensive pre-training,
their open-source availability and their large
context length makes them a good option to
be added to the comparison.

• LongNet (Ding et al., 2023) is an architec-
ture published by Microsoft Research, whose
authors claim to be able to process up to a mil-
lion tokens. This is a very interesting feature
since it would be able to entirely process any
document in our datasets.
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(20220301.en)

Max sequence
length

256

Training batch size 32
Accumulation steps 16
Training steps 77k
Learning rate 0.001
Weight decay 0.05
Learning rate
warmup %

0.006

Encoder depth 6
Encoder embedding
dim

256

Encoder Z dim 128
Encoder hidden dim 512
Dropout 0.1
Activation function Silu

Table 2: MEGA pretraining hyperparameters
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Dubey, Joshua Ainslie, Chris Alberti, Santiago On-
tanon, Philip Pham, Anirudh Ravula, Qifan Wang,
Li Yang, et al. 2020. Big bird: Transformers for
longer sequences. Advances in neural information
processing systems, 33:17283–17297.

A MEGA pretraining

Moving Average Gated Attention (MEGA) is an
architecture that has demonstrated state-of-the-art
performance in long sequence modelling, given
that it has the best results for the Long Range Arena
at the time the research has been done.

Also at this time there was not any available pre-
trained version of MEGA as it was released very
recently. Nonetheless, there was a public imple-
mentation, so we decided to pretrain this model on
the Masked Language Modeling task in order to
later fine-tune it for the multi-label classification
task in the 6 different datasets.

The parameters used for MEGA pretraining can
be found down in table 2.
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