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Abstract

Finding the answers to legal questions about
specific clauses in contracts is an important
analysis in many legal workflows (e.g., under-
standing market trends, due diligence, risk mit-
igation) but more important is being able to
do this at scale. In this paper, we present an
examination of using large language models
to produce (partially) structured answers to le-
gal questions; primarily in the form of multi-
ple choice and multiple select. We first show
that traditional semantic matching is unable to
perform this task at acceptable accuracy and
then show how question specific prompts can
achieve reasonable accuracy across a range of
generative models. Finally, we show that much
of this effectiveness can be maintained when
generalized prompt templates are used rather
than question specific ones.

1 Introduction

Contracts and other legal agreements are complex
documents that specify in a myriad of ways the
obligations, restrictions, and other covenants be-
tween two or more parties. Understanding such
requirements for a single contract is a task that
any lawyer could do if the need were to arise (e.g.,
whether a tenant can sublet an apartment), espe-
cially if there exist methods to automatically ex-
tract such clauses from documents (Roegiest et al.,
2018; Leivaditi et al., 2020). However, such a task
becomes hard to scale when reviewing hundreds
to thousands of documents in an efficient manner
for different needs (e.g., determining market trends,
due diligence) especially when there is a desire for
granular answers rather than clauses (e.g., amounts
of liability). Granular answers to questions allow
lawyers and other legal professionals the ability
to triage the documents they need to read in order
of risk, importance, or other criteria (e.g., first re-
viewing agreements that their client has provided
unlimited liability coverage or most favoured na-

tions guarantees). Finding a solution to allow rapid
triage and review of documents for such granular
answers have yet to be solved to our knowledge and
we show progress towards that goal in this work.

The advent of and the increasing popularity of
Generative AI and applications to “chat” with one’s
documents (e.g., ChatPDF1, docGPT2, CaseText3),
which allows individuals to interact in a “natural”
way with their documents and may facilitate a bet-
ter understanding of legal obligations and restric-
tions, has complicated matters further due to the
appeal of natural language interaction. This interac-
tion can be convenient on a handful of documents
but we believe that this approach also does not
scale since “chatting” with a document means get-
ting a human-like response that may be difficult
to use in automated workflows without building
complex post-processing systems (e.g., rules on
how to respond to the various outputs). But added
complexity means that further work is required ei-
ther on the part of the end user or system builder to
ensure that post processing can and does occur for
outputs to be used as part of other pipelines. With
these ideas in mind, this work investigates how
Generative AI can help generate structured and par-
tially structured answers to questions about clauses
in legal documents in a manner that is usable in
automated workflows and data pipelines.

To facilitate this process, we assume that we
have a set (or sets) of clauses (potentially using
ML to extract them) that a user would like to ask
questions about in bulk with either predefined fixed
options (i.e., multiple choice or multiple select) or
text with a specific structure (e.g., lists of items,
entities such as duration). Such outputs can facili-
tate the creation of automated workflows that can
easily take action on the results of the questions
without resorting to the complex understanding

1https://www.chatpdf.com/
2https://github.com/cesarhuret/docGPT
3https://casetext.com/
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of a generated answer or manual human review
except at predefined points in the workflow (e.g.,
after documents have been ranked according to the
risk associated with different questions and their
answers). While such outputs are perhaps less com-
pelling than having a “conversation” with a docu-
ment, we believe that this approach scales better
to large document collections, workflow automa-
tion, and general analysis of trends in contracts.
Moreover, we show that more natural prompts can
very easily exhibit consistency and reliability is-
sues when examining the responses generated in a
“chat” interaction paradigm (Section 3).

It is tempting to not use LLMs to directly gener-
ate answers since there persist issues around hallu-
cination (Ji et al., 2023) and a lack of clarity around
whether such models truly reason (Valmeekam
et al., 2023) and instead use more traditional un-
supervised techniques (e.g., embedding similarity).
We show that such techniques are not well suited
to this task, especially in light of how straightfor-
ward it is to get much better results with generative
techniques (Section 5.1). The downside to the gen-
erative approach is that it requires prompting engi-
neering, a new and popular area of research (Liu
et al., 2023; Reynolds and McDonell, 2021; Zhou
et al., 2022; White et al., 2023) and book publica-
tion4, but it is not a task that we expect lawyers
or other legal professionals actually want to do on
a regular basis. That is, we might expect that a
lawyer would want to “chat” with a set of docu-
ments but they do not want to go to the extreme
efforts to constrain outputs to a particularly useful
format via prompt engineering.

Our end goal is to find and use prompts that pro-
vide consistent answers for the same clause and
reliable answers across clauses (Section 4). In par-
ticular, we are interested in finding reusable tem-
plates that allow end users to “fill in answer options”
or “specify the structure of outputs” but not need to
worry about overall prompt engineering (Section
5.3). The ultimate benefit to this approach is that
users of such a system would only need to worry
about their area of domain expertise (i.e., determin-
ing appropriate answers) and that system builders
would not need to foresee all possible different
combinations of options or build bespoke prompts
for every lawyer-posed question.

4With over 500 English language books dedicated to the
topic on Amazon as of April 29, 2022.

2 Background

2.1 Large Language models

Generative models such as PaLM25, Llama6, and
GPT-n series7 are self-supervised models which
learn to predict the next token in a sequence of to-
kens (Radford et al., 2018; Touvron et al., 2023a,b).
These large language models have billions to tril-
lions of parameters and are pre-trained on massive
corpora of texts. Unlike earlier pre-trained lan-
guage models, they require little to no fine-tuning
and perform well in zero and few-shot settings.

In a zero-shot generation task, the model is pro-
vided with the inputs and an instruction in natural
language, and the response of the model can be
parsed to obtain the answer. For open-domain QA
the only input is the question but for closed-domain
the input also includes the context. In a few-shot
setting, the model is also provided with a few exam-
ples, which have the indirect effect of “fine-tuning”
the model (Brown et al., 2020). Recent large lan-
guage models (e.g., GPT-3.5-Turbo, Vicuna-13B,
Alpaca) have been fine-tuned, either using super-
vised or reinforcement learning, with prompts for
a diverse set of natural language tasks (Sanh et al.,
2021; Ouyang et al., 2022; Wang et al., 2022; Taori
et al., 2023; Chiang et al., 2023). They have gener-
ally outperformed earlier language models on most
natural language generation benchmarks including
question answering, summarization, and transla-
tion (Zhang et al., 2023). Instruction-tuned models
achieve better performance than fine-tuned mod-
els but can suffer from two major issues (Ji et al.,
2023): inconsistency (i.e., results generated have
been found to be overly reliant on the phrasing of
the prompt) and hallucination (i.e., models were
found to generate false/irrelevant information in
some instances).

2.2 Prompt Engineering

Prompt engineering techniques (Gao et al., 2021;
Liu et al., 2023; White et al., 2023) aim to design
prompts that mitigate these issues. For instance,
in (Gao et al., 2021) a smaller language model, such
as T5, is tuned to "auto-complete" the prompts for
the large language model. Prompt templates are
created in (Liu et al., 2023) and (White et al., 2023)
which can be auto-filled. While these methods have

5https://ai.google/discover/palm2/
6https://ai.facebook.com/blog/large-language-model-

llama-meta-ai/
7https://platform.openai.com/docs/models
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had some success, this research is still ongoing.

2.3 LLMs in the Legal Domain
Early applications of LLMs in the legal domain in-
volved testing how well the models perform in stan-
dard bar exams. Although early versions of Chat-
GPT and other LLM models did not perform very
well, GPT-4 and Claude 2 were found to perform
particularly well on contract-based multiple-choice
questions (Choi et al., 2023; Katz et al., 2023; cla).
While this was promising, most of the subsequent
research into the use of LLMs in the legal domain
has focused on chat-style interactions (Kuppa et al.,
2023), case summarization (Nay et al., 2023), and
simple yes/no questions (Trautmann et al., 2022).
In our previous work (Roegiest et al., 2023), we
performed a pilot exploration of prompts for gener-
ating structured outputs from contracts using LLMs.
To the best of our knowledge, this work is one of
the first to address the creation of prompt templates
to generate structured and partially structured an-
swers in the legal domain.

3 Open-Ended Response Generation

With the popularity of LLM powered chat bots and
conversational agents, it is easy to think that “chat-
ting” with one’s documents would be advantageous
for lawyers and legal professionals. Such an ap-
proach can work when dealing with one or two
documents but when scaling to hundreds or thou-
sands of documents this becomes untenable. This
results in needing to triage and prioritize work to be
done; that is, some documents are invariably more
important than others. For example, a commercial
real estate company may be concerned with envi-
ronmental indemnification8 present in their leases
due to new legislation, their lawyer may seek to
find which documents do not have such a clause,
then documents where the tenant indemnifies the
company, then where the real estate company in-
demnifies the tenant, and finally where this indem-
nification is mutual. If one can identify the pres-
ence (or absence) of such a clause then the lawyer
simply needs to make a determination but, again,
this does not scale effectively.

We might reasonably wonder what happens if
we were to ask a LLM model about the direction of
mutual indemnification in a sample clause (Figure
1). If one prompts OpenAI’s GPT-3.5-Turbo model

8An environmental indemnity is a clause that provides a
party with protection from losses as a result of environmental
contamination or disaster.

Figure 1: An example of an environmental indemnity clause with mutual
indemnification.

(with temperature set to 0) with the following: In
the clause below, who indemnifies whom? and then
append the example clause, we get the following
responses after regenerating a handful of times:

• The Lessor indemnifies the Lessee Indemnified Parties,
and the Lessee indemnifies the Lessor Indemnified Par-
ties.

• Lessor indemnifies Lessee Indemnified Parties for any
and all Environmental Liabilities, except those caused
by the grossly negligent or wilful misconduct of Lessee,
Manager, or subtenants of Lessee or Manager, and their
respective employees, agents or independent contractors.
Lessee indemnifies Lessor Indemnified Parties for En-
vironmental Liabilities caused by the grossly negligent
or wilful misconduct of Lessee, Manager, or subtenants
of Lessee or Manager, and their respective employees,
agents, or independent contractors.

• Lessor indemnifies Lessee Indemnified Parties. Lessee
indemnifies Lessor Indemnified Parties.

While the first and third are close, they aren’t iden-
tical and the second is more of an overall sum-
mary. Moreover, these still require some amount
of manual work to read and potentially process the
(simplified) outputs. That is, a lawyer still reads
a non-trivial amount for every clause found when
they might prefer to direct efforts towards leases
that do not indemnify their client. While something
like nugget matching (Dang et al., 2006) could help
automate this process, this is also not something
that we might reasonably expect a lawyer to do.

To further illustrate this problem, we present the
responses from the same prompt with a different
omitted environmental indemnity clause:

• Tenant indemnifies Landlord for claims arising from
the introduction of hazardous material on or after the
Effective Date, and Landlord indemnifies Tenant for
claims arising from the existence of hazardous material
or violation of Environmental Requirements prior to the
Effective Date.

• In the first paragraph Tenant indemnifies and defends
Landlord, and in the second paragraph Landlord indem-
nifies and defends Tenant.

• Tenant indemnifies Landlord. Landlord indemnifies
Tenant.

We see responses that are correct but are also quite
different from the responses for the previous clause.
As should be apparent by now, this inconsistency
and unreliability as well as response verbosity is
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not ideal for simplifying work process and may
just exacerbate things in the long run. The follow-
ing sections detail our investigation into how well
popular large language models can be prompted to
consistently generate (partially) structured answers
to questions based on contract clauses.

4 Models and Baseline Questions

4.1 Models
We employed OpenAI’s GPT-3.5-Turbo (Ouyang
et al., 2022) and GPT-4 (OpenAI, 2023), Google’s
PaLM2 (Anil et al., 2023) and Meta’s LlaMa2
13B (Touvron et al., 2023a) Generative AI.

4.2 Baseline Questions
In our experimental setting, we draw upon a collec-
tion of previously annotated legal documents, anno-
tated similarly to those described in (Roegiest et al.,
2018), collected from EDGAR9 and SEDAR10 doc-
ument repositories. These documents were origi-
nally annotated to train machine learning models to
identify various legal clauses of interest to lawyers
and other legal professionals (e.g., non-solicitation,
environmental indemnity) and now we seek to an-
swer high-level questions about these clauses. Our
questions involve various combinations of legal
reasoning, summarization, and extraction of data
points in order to properly answer the question.

To test the effectiveness of our approaches, we
used four legal questions, each requiring a different
output format and answer options. A lawyer went
through a subset of the annotated clauses for each
question and provided the correct answer option
or altered the set of answer options when a previ-
ously unforeseen potential answer was discovered
(e.g., due to low prevalence). We provide a brief
summary of the four questions used, their answer
options, and the associated prevalence of each op-
tion (as appropriate) in Figure 2.

5 Structured Answer Generation

To generate structured answers, one might reason-
ably turn toward a more traditional solution by
training a discriminative multi-class (or multi-label)
classifier to produce clear answers to the questions
presented in this work. Such solutions (e.g., SVMs,
logistic regression) are well understood and highly
optimized but come with a flaw, they require suf-
ficient examples of each class to be effective (i.e.,

9https://www.sec.gov/edgar
10https://www.sedarplus.ca/

Figure 2: Questions used for testing the LLM models

low prevalence classes can be hard to overcome).
For example, landlord indemnification is a rela-
tively rare occurrence in our data and one for which
data augmentation is not guaranteed to work. In-
deed, we have attempted to address this in prior
work (Chitta and Hudek, 2019) but the solution
did not scale well for extremely low prevalence or
nuanced differences between options. It has been
our experience that such cases arise naturally in the
legal domain where rare outcomes tend to be the
most problematic and equally hard to identify at
scale. Accordingly, models that require little to no
training data (or other labelled) examples become
compelling solutions to this problem and we spend
the rest of this section discussing our experiments.

5.1 Zero-shot Semantic Similarity Matching

Prior to the rise of LLMs for generative tasks, a
common use case was to perform some form of
matching between questions and answers (Veer-
anna et al., 2016; Yin et al., 2019) based upon
LLM embeddings of questions, potentially addi-
tional context, and the possible answers. As this
is arguably a less labour intensive task than try-
ing to find an ideal prompt for every question (or
a one-size-fits-all prompt), we first turned to this
approach in the hopes that it might allow end users
to see value more quickly.
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Figure 3: Options used for testing the LLM models.

Options PIL-LegalBERT Ada
Q1: Is there a geographical restriction on solicitation?

O1 41.2 8.0
O2 91.9 73.4

Q2: Who indemnifies whom?
O3 32.2 5.5
O4 32.2 22.6

Q3: Can the agreement be terminated for convenience?
O5 28.4 0.5

Table 1: Accuracy (in percentage) of the different embedding models with
different answer options on the single option and multiple option questions.

Given the text of the clause T , and a set of
answer options H , we use a sequence embed-
ding model M (Selva Birunda and Kanniga Devi,
2021) to obtain the embeddings for the clause and
the answer options and then predict the answer
which has the highest similarity with the clause:
h̃ = argmaxh∈H cos (M (T ) ,M (h)). We used
two large language models to compare the perfor-
mance of this method: (1) the LegalBERT model
trained on the Pile-Of-Law dataset (Henderson
et al., 2022)11 and (2) the OpenAI Ada model (Nee-
lakantan et al., 2022). We truncated the clauses to
less than 512 and 8191 tokens in length, respec-
tively, in order to adhere to model token limits.

5.1.1 Results
As seen in Table 1, O1 is not a good option set for
Q1 due to the lack of context for any meaningful
semantic matching but, in contrast,O2 does much
better because the options are clear fully-formed
sentences. Both models suffer from the same issue
by rarely predicting option (a) correctly, regardless
of the option set, with the Ada model getting this
right once and LegalBERT never predicting it cor-

11https://huggingface.co/pile-of-law/
legalbert-large-1.7M-2

rectly. The seemingly high accuracy is only due to
the imbalanced distribution of the answers in the
test dataset (185 instances of option (b) to 15 of
option (a)). A similar situation holds for Q2 with
neither model being able to correctly predict option
(a) and option (b) consistently.

The situation is worse for question Q3 as without
a tedious cut-off selection process (that may be un-
tenable in the real world due to prevalence issues),
similarity matching can only be used to easily pre-
dict the most similar option. With this in mind,
even being lenient in our evaluation (i.e., does a
model predict any correct option) neither model is
able to perform well on this question. Overall, the
LegalBERT model performs better than the Ada
model, in all cases, because it has been trained
on legal data but still performs far too poorly for
end user applications. While more recent and com-
plex systems, like Logiformer (Xu et al., 2022),
may improve these results, such approaches are
substantially more complicated than our prompt
engineering technique and our preliminary explo-
ration with them suggested additional fine-tuning
would be needed.

5.2 Question Specific Prompts

Based upon preliminary manual investiga-
tions (Roegiest et al., 2023) into whether one
could prompt LLMs to produce structured outputs,
we turned to a more thorough and structured
investigation of different LLMs and prompt styles.
Although we tested our prompts on all four models,
we focused on GPT-3.5-Turbo and optimized the
prompts for it because of its reasonable costs,
ease of incorporation into software (i.e., no
infrastructure support), and general widespread
adoption. The ideal would be to create bespoke
prompts for every generative model but we did not
believe that this approach would yield substantive
improvements other than to indicate the delta
between a tuned and untuned prompt. Essentially,
if we know these prompts work consistently
well on a single model and perform reasonably
well on other similar models then we can have
confidence that prompt templates are a viable
solution irrespective of which model one chooses.

Our prompts (Figure 4) were constructed using
learnings from our initial pilot exploration (Roegi-
est et al., 2023)12 (across thousands of different

12A prompt testing tool that can be used to run and test
the prompts listed in this paper is available at https://
github.com/zuvaai/gpt-tool.
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Figure 4: Prompts used for testing the LLM models.

prompt, clause, and option combinations) which
highlighted a strong need to embed the LLM role
as one where they are party to the agreement (i.e.,
adopting a persona), provide escape hatches when
no answer was appropriate (i.e., return “Unable to
determine”), and limiting the potential for creative
answering both in the prompt (i.e., “provide no
justification”) and in hyper-parameters (i.e., tem-
perature set to 0). While these are not necessarily
critical for success, we found that LLMs were gen-
erally more reliable and consistent in how they an-
swered questions when these were factored into the
prompt. Moreover, we never set a “system” mes-
sage as there was no guarantee that a given model
would support it or listen to it. Indeed, initial exper-
iments using OpenAI models did not provide any
strong indication that a “system” message would
improve the outputs. We ensured clauses were
shorter than 20, 000 characters in order to adhere
to model token limits.

5.2.1 Results
For Q1, we started with the prompt P1 shown in
Figure 4. {{Options}} is replaced by the op-
tions and {{Clause}} is replaced by the text of
the clause. The phrase “only include the single
most correct option” aims to ensure that only one
of the answer options is generated and our afore-
mentioned guardrails (i.e., escape hatches and cre-

Prompt Options GPT-3.5 GPT-4 PaLM2 LLaMA2-13
Turbo

Q1: Is there a geographical restriction on solicitation?
P1 O1 96.5 92.9 88.9 90.9

O2 93.9 59.8 91.5 95.9
PT1 O2 77.4 62.2 91.4 91.9

Q2: Who indemnifies whom?
P2 O3 66.1 94.2 79.3 47.9

O4 67.8 95.0 84.3 44.6
PT1 O4 67.7 94.2 72.7 57.0

Q3: Can the agreement be terminated for convenience?
P3 O5 96.0 56.4 79.6 30.2

PT2 O5 95.1 48.9 69.3 7.1

Table 2: Accuracy (in percentage) of the LLM models with the various combina-
tions of prompts and options on the single option and multiple option questions.

ative writing prevention) are used to ensure that
the response from the API is able to be parsed, via
regular expression, to obtain the structured answer
to the question. All the models perform reasonably
well with the O1 option set (Figure 3) of just “yes”
and “no,” unlike the similarity matching approach.
However, we find that with the more well-formed
option set O2, both PaLM2 and Llama2 models im-
prove substantially. The GPT-4 model, surprisingly,
generates “Unable to determine” for many clauses
with options O2, leading to a lower accuracy.

Similar to Q1, Q2 also needs only one option to
be chosen and we use a similar prompt, P2, with
options O3 and O4. Options O4 contain clear fully-
formed sentences and are more effective than op-
tions O3, especially with the PaLM2 model. This
is partly due to the fact that O4 does not invite ad-
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Prompt Metric GPT-3.5 GPT-4 PaLM2 LLaMA2-13
Turbo

Q4: What is the timeframe of the non-solicitation clause?
P4 Rouge-l F1 0.397 0.422 0.215 0.079

Exact match
accuracy 23.6 25.1 1.5 0

Semantic match
accuracy 48.2 69.3 36.6 23.6

P5 Rouge-l F1 0.481 0.482 0.313 0.047
Exact match

accuracy 24.6 21.6 8.0 0
Semantic match

accuracy 64.8 86.9 51.3 8.0

Table 3: Performance of the LLM models with the different combinations of
prompts and options on the partially structured response question.

ditional generation when compared to O3’s more
“open-ended” phrasing as well as making it more
clear what mutual indemnification means. Despite
being tailored to GPT-3.5-Turbo, we see that GPT-4
and PaLM2 both answer this question much better
than it. While it is not entirely clear why this hap-
pens, we suspect it may just be due to the complex
nature of how indemnification, especially mutual
indemnification, can be worded and that this might
be captured less well by GPT-3.5-Turbo.

Q3 requires multiple option selection and so the
prompt P3 is styled to respond with the “most cor-
rect groups,” and, like previous prompts, has the
necessary guardrails to help constrain generation.
As this is a more difficult style of question, we
are more lenient and give partial credit if at least
one of the correct options is present in the gener-
ated response. The results themselves are not all
that revealing with GPT-3.5-Turbo being the most
effective followed by the other very large models.

Finally, Q4 requires partially structured free-text
responses which can lead to increased creativity
and hallucination by LLM models. Prompts for
Q4 seek to mitigate this issue by requiring models
to “extract” only the relevant information, to not
“extract” superfluous information in the prompt,
and using our usual guardrails for generation. We
evaluate the responses for this question using three
metrics: (i) Rouge-l F1-score (Lin and Och, 2004)
which measures the overlap between the longest co-
occurring sequences in the generated response and
the expected responses (i.e., higher is better); (ii)
exact match accuracy which measures the percent-
age of clauses where the generated and expected
responses match exactly; and (iii) semantic match
accuracy which measures the percentage of clauses
where a response contains all the pertinent informa-
tion included in the expected response and is evalu-
ated manually. Semantic match accuracy models
the situation that the LLM response is correct but
is not text extracted from the provided clause.

We found it more difficult to find an appropriate
prompt to extract the relevant portion of the clause.

Using the simple prompt P4, all models fail to per-
form well. The most common expected answer for
the timeframe of non-solicitation was “during the
term of the agreement” but all models were unable
to produce this answer. We added additional in-
structions in prompt P5, to respond with the “term
of the agreement” when applicable which resulted
in substantial improvements to model efficacy.

The restriction to “not provide an explanation
or additional information” is an attempt to miti-
gate a model’s creativity but it is not consistently
effective, and some amount of post-processing is
required to obtain the structured response. For in-
stance, the LLaMA2 model usually preceded the
option selected with “Based on the clause you pro-
vided,” and sometimes even generated garbled text.
The PaLM2 model was the best at adhering to the
prompt and generating only the option letter. The
OpenAI models, in most cases, generated the text
of the option along with the option letter.

In contrast with Q4 despite the instructions at-
tempting to avoid hallucinations, we found that
they did occur occasionally with some of the most
egregious examples coming from PaLM2 (e.g., say-
ing a duration was 2 years when it was, in fact, 90
days). Due to the nature of how they were trained
(i.e., to produce plausible English responses), all
models required some amount of post-processing
to remove a preamble that would make the response
a valid sentence (e.g., OpenAI models had a pream-
ble of “The duration for which the non-solicitation
clause is applicable is”, PaLM2 generated “The
non-solicitation clause is applicable for”).

We are not surprised that the Llama2 model per-
formed particularly poorly on Q4 based upon its
prior performance, but are surprised that it gen-
erated many more unexpected responses than we
would have anticipated. For example, it would
sometimes respond with a question back to the user
(e.g., “Sure! I’d be happy to help you with that.
Please go ahead and ask your question.”). Some
of Llama2’s responses are surely attributable to it
being a much smaller model relative to the others
tested but may also stem from a much different
set of training data. The details of its training data
have not been publicly discussed in much detail (to
the best of our knowledge) but it would appear that
little of it resembled our prompts due to its poor per-
formance on all but the simplest question (i.e., Q1).
While we cannot make any claims about the train-
ing data of the other models, it appears that there
may have been similar instances, either stylistically
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Figure 5: Prompt Templates for single option and multiple option questions.

(i.e., multiple choice) or thematically (i.e., legal),
in their training data given their performance.

5.3 Reusable Prompt Templates

In the previous section, we saw promise in having
specialized prompts for different questions but even
then many elements were shared among them. Ac-
cordingly, we extend this approach to investigate
the feasibility of “fill-in-the-blank” prompt tem-
plates that allow us to consolidate on fewer prompt
possibilities. In examining our specialized prompts,
we found that the key “changable” aspects of the
prompts were: the name of the clause, the question
being asked, and the answer options; everything
else was largely equivalent or very nearly so. Based
upon some analysis of our existing prompts, we
created two generalized prompt templates, shown
in Figure 5, that seek to satisfy single option and
multiple option selection. The clause name and
answer options need to be filled in by an end-user
but we simplify the process by replacing bespoke
questions with a generic one, “Which of the follow-
ing is true according to the clause you have read?”.
The prompt template PT1 asks the model to select
the “single most correct option” and is meant for
multiple choice questions. The prompt template
PT2, on the other hand, asks for “the most correct
groups” and is meant for questions for which more
than a single option may be appropriate.

Based upon our building of these prompts and
the results in Table 2, answer options can clearly
play a non-trivial role when using the prompt tem-
plates as they need to contain sufficient information
for the model to make a determination. Generic

answer options, such as those in O1, obviously do
not perform well but when the answer options are
elaborate and contain sufficient context, the accu-
racy is only slightly worse than the accuracy of
the question-specific prompts for most models. As
before, the PaLM2 and LLaMA2 model perform
worse than either OpenAI models but such an out-
come is not unexpected given that these prompts
were tailored to what worked for GPT-3.5-Turbo.

From these results and those of the previous sec-
tion, we have strong evidence that creating general
prompt templates to generate structured answers
for single and multiple options questions is indeed
possible and that model effectiveness is not seri-
ously impacted by doing so. However, we have not
had the same success for questions requiring par-
tially structured responses, as there is high variabil-
ity in the expected responses, which need multiple
escape hatches and conditions to ensure only the
correct information is produced.

6 Limitations and Future Work

In this work, we focused on optimizing prompts
for GPT-3.5-Turbo for the sake of simplicity and
cost. Moreover, as there are increasing numbers
of models being made available for commercial
use (Conover et al., 2023; Biderman et al., 2023;
Almazrouei et al., 2023; Touvron et al., 2023b), we
felt that overall GPT-3.5-Turbo provided a reason-
able baseline due to it being an obvious “initial”
starting point that one might use before jumping
into fine-tuning an “open” model. The benefit to
this was the somewhat surprising result from Ta-
bles 2 and 3 is that prompts optimized for one LLM
can produce relatively competitive results (or ex-
ceed the base LLM) with the same prompt. Further
exploration remains to determine how much benefit
would be gained fine-tuning a smaller model, like
Llama2, given that the much larger models are “by
default” apparently much better at our desired tasks.
Subsequent investigation into this is planned as it
is far less cost efficient to fine-tune larger LLMs
and more generally reducing model size has other
social benefits (e.g., less carbon footprint).

We have also largely operated under the assump-
tion that an end user has the appropriate clause
easily available about which they can ask questions.
As retrieval augmented generation has become a
popular topic of research (Lewis et al., 2021), com-
bining our approach with existing approach will in-
variably require examining how well these prompts
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and models deal with false positives. Our prompts
do have escape mechanisms and guard rails to hope-
fully prevent obvious errors from occurring but we
leave investigation of how errors propagate in end-
to-end systems with our prompts to future work.

7 Conclusions

We have presented a structured answer generation
task based on identifying the correct answer for a le-
gal question given an associated clause from a doc-
ument, detailed some issues with relying solely on
natural language question answering, and explore
solutions using unsupervised and generative meth-
ods. We have shown that the prompt-based genera-
tive methods exceed semantic similarity-based ap-
proaches and that despite question specific prompts
performing better, that generalized prompts can be
used with little decrease in overall effectiveness.
Finally, partially structured answer generation is
shown to be possible with bespoke prompts but gen-
eralized approaches do fare well due to the large
amount of variance in the output formats that are
required to accommodate the types of information
desired.
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