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Universität Tübingen / Germany

detmar.meurers@
uni-tuebingen.de

Abstract

Adaptive exercise sequencing in Intelligent
Language Tutoring Systems (ILTS) aims to
select exercises for individual learners that
match their abilities. For exercises practic-
ing forms in isolation, it may be sufficient for
sequencing to consider the form being prac-
ticed. But when exercises embed the forms in
a sentence or bigger language context, little is
known about how the nature of this co-text in-
fluences learners in completing the exercises.

To fill the gap, based on data from two large
field studies conducted with an English ILTS
in German secondary schools, we analyze the
impact of co-text complexity on learner perfor-
mance for different exercise types and learn-
ers at different proficiency levels. The results
show that co-text complexity is an important
predictor for a learner’s performance on prac-
tice exercises, especially for gap filling and
Jumbled Sentences exercises, and particularly
for learners at higher proficiency levels.

1 Introduction

Exercise difficulty, which constitutes the probabil-
ity of a learner answering the exercise correctly,
plays an important role in intelligent tutoring sys-
tems. Macro-adaptive systems in particular rely
on it to select exercises at the learner’s profi-
ciency level. Assigning a global difficulty score
to an exercise, however, fails to consider the many
facets of factors contributing to exercise difficulty
and the varied learner profiles instantiating them
(Beinborn, 2016). Approaches like Multidimen-
sional Item Response Theory (Park et al., 2019)
and Knowledge Tracing (Liu et al., 2021b) address
this issue by tracking individual skills instead of
a single, accumulated one. Yet they usually fo-
cus on the skills the learner is supposed to acquire
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through the exercises. More stable skills such as
a learner’s language affinity or their general lan-
guage proficiency are therefore often neglected in
these approaches. Such skills might not be rel-
evant in mechanical drill exercises that practice
the linguistic forms of the learning target in iso-
lation (Wong and Van Patten, 2003). However,
contextualized exercises, which practice linguis-
tic constructions in the broader context of a coher-
ent text, require learners to understand the clues
provided by this co-text in order to give the cor-
rect answer (Walz, 1989). Yet understanding of
how form-specific clues relate to general linguis-
tic properties is still lacking. Approaches aligning
a text’s linguistic complexity with a learner’s gen-
eral language proficiency have so far been limited
to the domain of readability assessment (Chen and
Meurers, 2019). In order to apply it to adaptive
exercise selection, the relationship between an ex-
ercise’s co-text complexity and the learner’s lan-
guage proficiency level must have an impact on the
learner’s performance on an exercise. If the rele-
vance of a relationship between these two factors
can be established, it constitutes a valuable indi-
cator to determine initial parameter settings while
the system lacks learner data for more individual-
ized adaptation.

Approaches trying to determine difficulty based
on exercise parameters, thus allowing to calibrate
exercise difficulty without available learner perfor-
mance data in order to solve the cold start prob-
lem, have indeed found that general language pa-
rameters influence exercise difficulty (Pandarova
et al., 2019). However, these approaches focus on
a specific exercise type each. Since different exer-
cise types elicit different processing of the linguis-
tic co-material and target different skills (Grellet,
1981, p. 5), the relevance of individual linguistic
parameters can be expected to vary from one exer-
cise type to the other.

The cold-start problem is not only an issue with
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new exercises, but also with learners interacting
with the system for the first time or starting to
practice a new learning target. If the learner has
already completed other lessons, overall perfor-
mance data might be used to determine initial ex-
ercise difficulty. Performance metrics for one par-
ticular learning target might, however, not be in-
dicative of performance on another learning target.
If the learner is new to the system, determining
the appropriate exercise difficulty level becomes
a matter of randomness. Many systems rely on
user questionnaires asking about the proficiency
level and in addition offer placement tests (Ves-
selinov and Grego, 2016). While specifically test-
ing a learner’s proficiency in the learning targets
of the particular learning unit would provide the
most representative picture of a learner’s knowl-
edge state, this could turn the first contact with
the system into a frustrating experience for low-
proficient learners. In addition, linguistic co-text
material of exercises always contains linguistic
constructions other than the learning targets. In
order to process the semantic context of the ex-
ercises, learners need to have passive knowledge
of of these constructions. Since text readability
is traditionally linked to general language profi-
ciency (Chen and Meurers, 2019), a measure re-
flecting this learner characteristic in relation to the
complexity of the exercises’ linguistic co-material
might be more suitable to determine the optimal
initial exercise difficulty. C-tests constitute a pop-
ular method of providing such a measure (Drack-
ert and Timukova, 2020).

In this paper, we establish the groundwork to
overcome the shortcomings of previous work on
exercise difficulty calibration in terms of narrow
exercise type coverage and learner-dependence of
global exercise parameters. We determine for
a range of different exercise types whether the
global parameter of co-text complexity impacts
learners’ performance on the exercise. This will
inform macro-adaptive algorithms as to which ex-
ercises warrant adaptive assignment with respect
to co-text complexity. In addition, we analyze
the relevance of the learner’s proficiency to this
parameter in order to determine whether co-text
complexity has a similar impact on exercise diffi-
culty for all learners.

The rest of the paper is structured as follows:
Section 2 presents work on exercise difficulty cal-
ibration in the domain of language learning. Sec-

tion 3 describes the dataset used for the evalua-
tions. Section 4 presents the analyses and their re-
sults before discussing their implications for adap-
tive exercise selection. Section 5 concludes with
a summary, including a discussion of some lim-
itations of the approach and directions for future
research.

2 Related Work

Macro-adaptive systems aim to provide personal-
ized learning experiences by selecting exercises
matching a learner’s abilities (Slavuj et al., 2017).
This has been tackled by a variety of approaches
including the proportion of correct answers, Item
Response Theory (IRT), Elo rating, and learner
and expert ratings (Wauters et al., 2012). Human
rating based approaches are subjective in nature
and require human effort. Data based approaches
are more objective, yet they rely on large amounts
of learner answers in order to provide reliable dif-
ficulty estimates. Aiming to overcome this short-
coming, multiple strategies have been explored to
determine exercise difficulty based on a range of
exercise parameters instead. Hartig et al. (2012)
point out that the relevant parameters vary depend-
ing on the skill targeted by the exercise so that the
set of parameters needs to be determined individu-
ally for any domain. For language exercises, most
work so far has focused on Cloze exercises with
a particular emphasis on C-tests. In an early ap-
proach, Wilson (1994) used co-text readability as
a single determining feature of exercise difficulty,
acknowledging the need to yet establish its corre-
lation with exercise difficulty. Others have iden-
tified a range of linguistic features on the word,
sentence, and text levels that impact exercise dif-
ficulty (e.g. Galasso, 2018; Beinborn et al., 2014;
McCarthy et al., 2021; Settles et al., 2020; Brown,
1989). The effect of exercise format parameters
such as gap size, deletion pattern and deletion fre-
quency on exercise difficulty varied across stud-
ies (Sigott, 1995; Lee et al., 2019; Kamimoto,
1993). Abraham and Chapelle (1992) explored
different input types and found dropdown selec-
tion to be easier than text input. A number of
Single Choice (SC) reading comprehension exer-
cises applied machine learning and statistical ap-
proaches generating predictors of exercise diffi-
culty from the text, the question, and answer op-
tions (Liu et al., 2021a; Huang et al., 2017; Louk-
ina et al., 2016). While Holzknecht et al. (2021)
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found that such exercises were more difficult when
the correct option was in the last position, stud-
ies on SC exercises in other domains found ex-
ercises with the correct option in the first or last
position (Attali and Bar-Hillel, 2003), or next to
the most attractive distractor (Shin et al., 2020) to
be harder. Also not focusing on language exer-
cises, Swanson et al. (2006) explored the number
of distractors, and Kubinger and Gottschall (2007)
the number of correct options as indicators of ex-
ercise difficulty. Since language exercises are of-
ten automatically generated, their complexity is
sometimes already determined and controlled for
at generation time (Kurdi et al., 2020). In this line
of work, Pilán et al. (2017) only considered the
co-text complexity of their SC exercises for vo-
cabulary practice. Generating the same type of ex-
ercises, Susanti et al. (2017) in addition used se-
mantic similarity between the correct option and
the distractors, as well as the word-level complex-
ities of the distractors. In their comparisons of
syntactically, paradigmatically and not related dis-
tractors, Hoshino (2013) found that syntactically
related ones were the most difficult distractors, yet
only in exercises that require semantic parsing of
the co-text. Very little research has focused on
grammar exercises. A noticeable exception con-
stitutes the approach by Pandarova et al. (2019),
which examines the effect on exercise difficulty of
various linguistic properties on the gap, item, and
text levels of Fill-in-the-Blanks (FiB) exercises to
practice tenses.

Almost all of these analyses targeting difficulty
parameters of language exercises use co-text com-
plexity as one of the influencing features. How-
ever, they all consider only a single exercise type.
In order to fill this gap and establish whether the
results of such narrowly focused studies can be
generalized to other exercise types, we present an
evaluation of the impact of co-text complexity on
exercise difficulty for seven exercise types.

Using a feature to predict static exercise diffi-
culty only makes sense if the impact of the fea-
ture is similar for all learners. To the best of our
knowledge, none of the approaches to exercise dif-
ficulty calibration have looked into learner depen-
dence of the features impacting exercise difficulty.
We therefore evaluate whether co-text complexity
can be used as a static exercise complexity feature
or whether it needs to be considered dynamically
based on learner characteristics.

3 Data

The evaluations are based on data obtained in
the context of the Interact4School (I4S) (Parrisius
et al., 2022a,b) and the Digbindiff1 projects. Both
studies collected data from 7th grade learners of
English in German secondary schools who worked
with the Intelligent Language Tutoring System
(ILTS) FeedBook over the course of one school
year. The system offers practice exercises with in-
telligent feedback provided to the learners as they
work on the exercises. The two versions of the
FeedBook used in the studies differ slightly from
one another. While the focus in the I4S study was
on motivational aspects in a task based setting, the
Didi project looked into user-adaptive exercise se-
quencing.

The exercises in the I4S version of the Feed-
Book are organized into task-based cycles that
each contain multiple linguistically and pedagog-
ically motivated learning targets. The Didi study,
on the other hand, groups exercises only accord-
ing to learning targets. In order to use a common
terminology for both projects, we use chapter to
denote cycles of I4S and learning targets of Didi,
and learning target when referring to the learning
targets of both system versions.

In addition to the submissions of learners to the
practice exercises, both studies also collected per-
formance data on C-tests. These were conducted
once at the beginning and once at the end of the
studies, thus framing the practice exercises. The
C-tests used at both test timepoints and in both
studies are identical and consist of six parts. Of
the 1,360 learners consenting to participate in the
studies, 1,102 completed the first and 774 the sec-
ond C-test. 553 learners completed both C-tests.

The practice exercise types in the systems in-
clude FiB, Short Answer (SA), SC, Jumbled Sen-
tences (JS), Mark-the-Words (MtW), Categoriza-
tion, and Memory exercises. The 201 exercises in
the I4S study – excluding listening exercises – at-
tempted by at least one learner were submitted by
a mean of 136.13 learners (σ = 112.58). They are
grouped into four chapters and 9 learning targets
and contain a total of 1,140 actionable elements.
An actionable element can be the blank of a FiB or
SC exercise, a sentence of a JS exercise, a click-
able chunk in a MtW exercise, an element to sort
in a Categorization exercise, a Memory pair, or an
answer to a SA exercise. In the Didi study, a mean

1http://digbindiff.de
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(a) Lemma in parentheses (b) Lemmas as bag of words (c) Distractor lemma in parentheses

Figure 1: Codings of FiB exercises

of 29.19 learners (σ = 46.00) attempted each of
the 470 exercises with overall 2,003 actionable el-
ements. These numbers differ considerably from
those of the I4S study as the macro-adaptive focus
of the Didi study resulted in a more varied practice
environment adapted to the individual learner. The
exercises are grouped into 4 chapters and learning
targets. There is no overlap of learners or practice
exercises between the two studies.

All data on exercises and learner submissions
is stored in a PostgreSQL2 database and managed
through Hibernate3.

4 Evaluation

We conducted a range of experiments to determine
the relevance and learner dependence of co-text
complexity for macro-adaptivity. For these analy-
ses, the data was extracted from the databases with
utility scripts written in Java which use the Hiber-
nate setup to access the data. For further process-
ing, the extracted learner submission and exercise
data was stored in CSV files. Apart from the cor-
rectness of each learner’s answers to the actionable
elements of exercises, meta-information including
the associated learning target, the exercise type,
the length of the actionable elements, and exercise
type specific information was extracted such as the
number of chunks for JS or the number of distrac-
tors for SC exercises.

In addition to the metadata extracted from the
databases, we determined IRT difficulty scores
and co-text complexity scores for all exercises.
IRT difficulty values b were determined for all ac-
tionable elements based on the Rasch model of the
TAM package for R. Since the datasets of the two
studies constitute discrete sets with no overlaps in
learners or exercises, we determined the difficulty
values independently for each dataset. For per-
formance reasons, the data in addition needed to

2http://postgresql.org
3http://hibernate.org

be split by learning targets. In order to determine
co-text complexity of the exercises in the dataset,
we extracted the text material from all exercises.
This includes prompts as well as all actionable el-
ements and surrounding co-text, but not instruc-
tions or any support texts. We approximated co-
text complexity for all extracted texts through a
number of different readability formulas. In lack
of gold standard values for text complexity, we op-
erationalized it as the mean value of normalized4

readability scores obtained from various readabil-
ity formulas. Although IRT scores were estimated
separately for the learning targets, we used the
joint dataset for the readability score determina-
tion as text complexity should be independent of
exercises and learners.

Since we assumed that the effect of co-text com-
plexity might only be relevant to some learning
targets and to some exercise types, we extracted
subsets of exercises for isolated analyses. Each
combination of exercise type and learning target
resulted in a distinct subset of exercises. In addi-
tion, FiB exercises support two possible codings,
as illustrated in Figure 1: (1) Specifying the re-
quired lemma in parentheses behind the blank (1a)
results in mechanical drill exercises. (2) Giving
the lemmas as bags of words for the entire exercise
(1b) or providing an additional distractor lemma
in parentheses (1c) requires top-down skills in the
form of parsing the co-text (Nagao, 2002) in or-
der to successfully answer the exercise. Consider-
ing that co-text complexity might be less relevant
in exercises where correct processing of the text
is not essential (Hoshino, 2013), we extracted the
co-text sensitive exercises into an additional sub-
set. Some data might not be representative due to
the low number of submissions for an exercise. A
further subset of core exercises therefore is based

4We used the StandardScaler of the Python scikit-
learn package for scaling of the readability scores of each for-
mula, and the MinMaxScaler of the same library to scale
the mean readability scores into the range [0,1].
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on the number of learner submissions for the ex-
ercises. It encompasses all exercises which were
submitted by at least 50% of all learners in the
respective study. The next three subsets control
for exercise difficulty. They consist of exercise
items with similar IRT difficulties in the low, in-
termediate, and high difficulty ranges. Since IRT
scores were determined for individual actionable
elements instead of for entire exercises, these sub-
sets contain actionable elements as items. In or-
der to maximize the number of items per subset
while minimizing the range of difficulty scores, in
the intermediate difficulty subset we only included
exercises that deviate from the median value in no
more than 1%. For the low and high difficulty sub-
sets, we used the same number of exercise items
with the lowest and highest difficulty scores re-
spectively. The last three subsets, created in a sim-
ilar manner based on the scores of the first C-test,
control for learner proficiency. They contain only
the submission data for exercises attempted by the
learners associated with the respective proficiency
group.

After thus pre-processing the raw database data
into a format independent of the ILTS and en-
riched with meta-information, we implemented
the analyses in Python and R.

4.1 Relationship between C-test and practice
performance

C-tests are widely used to assess general language
proficiency and have been established to reliably
and validly do so (Klein-Braley, 1996). However,
more recent critical evaluations show mixed re-
sults, ranging from high (e.g. Lei, 2008; Rasoli,
2021) to very low (e.g. Farhady and Jamali, 2006;
Mashad, 2008) validity for English. These dis-
crepancies might stem from differences in the par-
ticipants as Mashad (2008) found C-tests to only
be reliable for certain proficiency groups. In order
to determine the suitability of determining general
language proficiency through C-tests for our tar-
get group, we determined the distributions of the
C-test scores based on histogram plots. Although
Daller and Phelan (2006) point out that C-tests
are not necessarily normally distributed, we ex-
pect similar distributions for all C-test parts. As
a reference point, we determined the overall dis-
tribution of C-test scores for both C-tests of the
dataset, which was found to have a curved shape.
Figure 2 shows that out of the six parts of each C-

test, only the second, third and fourth parts reflect
this form while the other three parts have mono-
tonically increasing distributions. The meta infor-
mation available for the C-tests confirms that these
parts do indeed not provide representative data:
The first part constitutes an example item. The last
two parts were attempted by only a small number
of learners who managed to complete them within
the given time frame, thus presumably being more
proficient than the slower learners. In the subse-
quent evaluations, we therefore only used the re-
sults of the second to fourth parts.

Overall Part 1 Part 2

Part 3 Part 4

Part 5 Part 6

C-test 1 C-test 2

Figure 2: Distributions of C-test scores

The tests can only be indicative of varying per-
formance on exercises if performance on the C-
tests is varied across learners. In order to verify
that our dataset covers learners of diverse profi-
ciency levels, we determined the range of accura-
cies obtained on the C-tests. The values are similar
for both C-tests with minimum scores of .00 and
the highest observed accuracy at .62. When ex-
cluding the learners who did not correctly answer
any item (acc = .00), the lowest score amounts to
.01. The study participants thus indeed comprise
learners of very low English proficiency who nev-
ertheless made an effort to complete the C-tests.
The dataset therefore covers learners with overall
English language proficiencies ranging from very
weak to moderately strong.

Since we aim to match text complexity to
learner proficiency, the scores obtained for both
parameters should be equally distributed across
exercise texts and learners. We therefore com-
pared the histograms representing the distribution
of the text readability scores with that of the over-
all C-test scores per C-test. Figure 3 illustrates that
the curve-shaped distribution of the C-test scores,
even more pronounced when excluding the invalid
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C-test 1
C-test 2
Co-text readability

Figure 3: Distributions of C-test and readability scores

parts, is reflected in the histogram for text read-
ability scores. Our dataset thus represents learners
and exercises whose global language proficiency,
operationalized as C-test scores, and co-text com-
plexity, operationalized as text readability scores,
respectively, have compatible distributions.

After establishing the validity of the C-tests in
themselves as well as the possibility to map the
scores to co-text complexity, we can effectively
use them to operationalize a learner’s general lan-
guage proficiency. This learner characteristic can
only impact exercise difficulty if there is any rela-
tionship between the operationalizations of both.
In order to determine whether this is the case for
our dataset, we calculated Pearson’s correlation ρ
between the learners’ performance on the C-tests
and that on practice exercises. C-test performance
was defined as the accuracy on all items of the
valid C-tests. Practice performance was defined
as the accuracy on the actionable elements of all
practice exercises. In addition to global corre-
lation, we also looked at the correlations within
the subsets representing combinations of exercise
types and learning targets. This allowed us to de-
termine whether C-test performance impacts ex-
ercise difficulty for only certain exercise types or
learning targets. Table 1 gives an overview of the
results. For the first C-test, the Pearson correlation
reveals only a weak relationship between C-test
accuracy and practice accuracy (ρ = .28). It does
not increase when only considering core exercises
(ρ = .28), and only marginally for co-text sensi-
tive exercises (ρ = .29). This suggests that the
data for the overall exercise pool reflects the pic-
ture of the subset most representative of our target
group and that general language proficiency is not

more relevant for exercises that require process-
ing of the text material. When controlling for ex-
ercise difficulty, the relationship is even less pro-
nounced with a weak correlation of ρ = .27 for
intermediate-difficulty exercises and no relation-
ship for low- (ρ = .18) and high-difficulty exer-
cises (ρ = .15). When looking at the different
learning targets and exercise types separately, cor-
relations are higher for a number of sub-groups
covering almost all exercise types and learning tar-
gets. The highest – although weak – correlation
(ρ = .47) is for FiB exercises on Simple past
vs. Present perfect. The gap filling exercise types
FiB and SC, as well as the occasional JS exercise
type, have the highest correlations for a number of
learning targets. Of these, there is no pattern indi-
cating that any learning target generally has higher
correlations between C-test and practice perfor-
mance than others.

Exercise set ρc1 ρc2
All .2811 .4070
Core .2821 .3641
Co-text sensitive .2887 .3882
Low difficulty .1773 .2356
Intermediate difficulty .2674 .2763
High difficulty .1536 .2465
FiB – Simple past vs. Pres. perf. .4688 .3890
SC – Conditionals .4101 .4392

Table 1: Pearson’s correlations of C-test 1 (ρc1) and C-
test 2 (ρc2) with practice performance

Interestingly, the scores of the second C-test cor-
relate much better with the learners’ practice per-
formance, although the relationship is still weak
(ρ = .41). When looking at the subsets, the pat-
tern is similar to that with the first C-test: Core
exercises (ρ = .36) and co-text sensitive exercises
(ρ = .38) have comparable correlations. Correla-
tions for low- (ρ = .24) and high-difficulty ex-
ercises (ρ = .25) are considerably lower again
and exercises of intermediate difficulty correlate
slightly better with the C-test scores (ρ = .28)
than the other two subsets, although much less rel-
ative to the overall exercise set than for the first
C-test. The highest ranked combination of ex-
ercise type and learning target of the first C-test
again shows a weak correlation (ρ = .39), and is
only surpassed by one other combination. The cor-
relation between performance on this C-test and
practice performance is highest for SC exercises
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on Conditionals (ρ = .44). The patterns for spe-
cific exercise types and learning targets are similar
to those for the first C-test. Since correlations are
higher with the second than with the first C-test for
all learning targets, the temporal proximity of the
test to the practice session does not seem to be the
cause of this observation.

In order to better compare the significance of
the two C-tests with respect to their predictive
power for practice performance, we generated a
partial dependence plot based on an AdaBoost
classifier trained to predict whether an actionable
element is answered correctly depending on the
C-test scores. As the probability increases, the
colouring turns from purple to green. For the
plot given in Figure 4, the colour changes progres-
sively on the vertical axis representing the second
C-test, but not on the horizontal axis representing
the first C-test. This illustrates that while for the
second C-test, the probability of a learner answer-
ing an element correctly increases with higher test
scores, this is not the case for the first C-test.
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Figure 4: Partial dependence plot for the C-tests when
predicting the correctness of a learner’s answer

The approach to match co-text complexity to a
learner’s global language proficiency in order to
improve the learner’s performance on practice ex-
ercises requires valid indicators of learner profi-
ciency from which to calculate the match. As a
learner’s general language proficiency may change
during their involvement with the system, the va-
lidity of the initially elicited proficiency score
might decrease over time. In order to determine
whether this is the case for our learner population,
we trained an AdaBoost classifier5 individually for
each of the four chapters to predict a learner’s per-

5The classification was based on the scikit-learn
(https://scikit-learn.org) implementation for Python.

c1 c2 c1-c2 Relative impact
Chapter 1 .16 .12 .04 1 > 2
Chapter 2 .04 .10 -.06 2 > 1
Chapter 3 .02 .08 -.06 2 > 1
Chapter 4 .14 .10 .04 1 > 2

Table 2: Feature importances of the first (c1) and sec-
ond (c2) C-tests

formance on an exercise from the C-test scores and
co-text complexity. Since the chapter index repre-
sents the exercises’ relative practice timepoint, the
development of the feature importances of the two
C-tests relative to each other over the sequence of
succeeding chapters can give insights into whether
recency of a C-test influences the predictive power
of general language proficiency. While the clas-
sifier’s feature rankings – outlined in Table 2 for
the entire dataset – indicate varying priority of one
of the two C-tests over the other, a C-test’s im-
portance does not monotonically increase with its
temporal proximity to the practice unit. This is
similar for all data subsets as illustrated in Fig-
ure 5, which displays the difference in feature im-
portances between the first and second C-test de-
pending on the chapter. Monotonically decreasing
lines would indicate that the first C-test loses im-
portance with later chapters while the second C-
test’s importance increases. However, this is not
the case for any of the subsets. The test timepoint
therefore does not seem to play a substantial role
in the predictive power of C-tests.

1 2 3 4
chapter index
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all exercises
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Mark the Words
Jumbled Sentences
Single Choice

Short Answers
Memory
Categorization

Figure 5: Importance of the C-test scores relative to
each other over succeeding chapters

When looking at the development of the learn-
ers’ C-test scores from one test timepoint to the
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other, the scatter plot given in Figure 6 reveals
that for a considerable number of learners, rep-
resented in the shaded area underneath the first
bisector, the scores do not show the expected in-
crease, but decrease over time. This also results
in an only moderate correlation (ρ = .5260) be-
tween the two tests. Considering the previous find-
ings that the scores of the second C-test correlate
better with practice performance than those of the
first C-test, this could indicate that C-tests taken
during a learner’s first interaction with the system
are not entirely representative of their general lan-
guage proficiency, possibly due to the novelty of
the system and the test setup. A tentative conclu-
sion assumes that C-tests do not lose validity over
time, at least not within the course of a school year,
but that tests are more representative if learners are
already familiar with the test platform.
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Figure 6: Development of C-test scores between test
timepoints

Overall, these results indicate that C-test scores
have no or only weak linear relationships with per-
formance on exercises. Although correlations are
generally higher for FiB exercises, this is not the
case for the co-text sensitive exercises even though
they constitute a subset of FiB exercises. Espe-
cially for low- and high-difficulty exercises, the
relationship of general language proficiency with
practice performance, if there is one, does not
seem to be linear. C-tests are, however, more pre-
dictive of a learner’s performance on practice ex-
ercises when taken after a period of familiarization
with the system.

4.2 Linear relationship between co-text
complexity and exercise difficulty

If exercise difficulty increases linearly with in-
creasing co-text complexity, there should be a
positive correlation between these two variables.
We therefore determined Pearson’s correlation be-
tween the readability scores and the IRT difficulty
scores. Since there might not be a global relation-
ship for all exercise types and learning targets, we
calculated correlations for the various subsets in
addition to the correlation for the entire dataset.

Exercise set ρ Sample size
All .0991 3,104
I4S .0076 1,101
Didi .1381 2,003
Future Tenses -.0094 127
Modals .7270 34
FiB .0022 1,849
JS .3337 444
FiB – Simple past vs.
Present perfect

-.0231 241

SC – Conditionals .8291 8
Core .0024 131
Co-text sensitive .0804 208

Table 3: Pearson’s correlation ρ of text readability with
exercise difficulty

The results, summarized in Table 3, show that
there is no linear relationship between co-text
readability and exercise difficulty either for all ex-
ercises (|ρ| = .10) or for those of the individual
I4S (|ρ| = .01) and Didi (ρ = .14) studies. The
values vary considerably between learning targets
(|ρ| = .01 for Future Tenses to |ρ| = .73 for
Modals) and exercise types (|ρ| = .00 for FiB
to |ρ| = .33 for JS). For the subsets compris-
ing combinations of learning targets and exercise
types, this variance is equally high (|ρ| = .02 for
FiB exercises on Simple past vs. Present perfect
to |ρ| = .83 for SC exercises on Conditionals6).
There is no relationship for the subsets contain-
ing only core exercises (|ρ| = .00) or only co-
text sensitive exercises (|ρ| = .08). Interestingly,
some correlations are negative, suggesting that ex-
ercises are more difficult when co-text complex-
ity is lower. While this might be due to insuffi-
ciently large sample sizes, it could also indicate

6We excluded those combinations with sample sizes of 2,
although sample sizes may be too small in most other cases
as well (4 - 385) to yield reliable results.
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that exercise creators try to compensate some dif-
ficulty features with others in order to create exer-
cises of overall approximately similar difficulties.
The results, while not entirely conclusive due to
data sparseness considering the multitude of pa-
rameters influencing exercise difficulty, indicate
that co-text complexity does not have the same ef-
fect on exercise difficulty for all learning targets
and exercise types. There is no overall linear rela-
tionship between these two parameters.

For the subsets controlling for exercise diffi-
culty, the difficulty values differ only marginally
by definition. We therefore determined the mean
as well as the minimum and maximum readabil-
ity scores within these subsets and compared them
between the sets. Following the logic that higher
readability scores result in higher exercise difficul-
ties, these metrics should then be lowest for the
subset of low-difficulty exercises and highest for
the subset of high-difficulty exercises. However,
the boxplots in Figure 7 illustrate that readability
scores are very similar for all three subsets, with
values ranging from .0000 to .4632 (µ = .1390),
from .0172 to .3841 (µ = .1503), and from .0074
to 1.0 (µ = .1776) for low-, intermediate-, and
high-difficulty items respectively. It should be
noted, though, that very high readability scores
appear only with high-difficulty exercises, which
could indicate that such high text complexities
might indeed have an influence on overall exercise
difficulty.

low difficulty intermediate difficulty high difficulty
0.0

0.2

0.4

0.6

0.8

1.0

Figure 7: Boxplots of readability score distributions for
difficulty controlled subsets

4.3 Non-linear relationships between co-text
complexity and exercise difficulty

In order to capture non-linear relationships be-
tween co-text complexity and exercise difficulty,

we trained various classifiers to predict whether a
learner answers an actionable element correctly.
The classifiers include a Decision Tree, a Ran-
dom Forest, and an AdaBoost classifier from the
Python scikit-learn7 library, which all pro-
vide predictor rankings. As baseline model, we
used only simple exercise features such as the ex-
ercise type, the number of tokens in the target an-
swer, and the number of other targets in the ex-
ercise. We then analyzed a range of model vari-
ants for various subsets of the data and with differ-
ent combinations of additional features targeting
IRT difficulty, text readability, and C-test scores.
While IRT difficulty scores can be expected to be
the most indicative exercise parameter in terms of
practice performance, this feature is unknown for
new exercises. We therefore analyzed models both
with and without the IRT difficulty predictor. All
features were encoded as Integer values; not ap-
plicable features received the value zero. We de-
termined precision, recall, and F1 scores as per-
formance metrics for all model variants in order
to evaluate whether adding certain features im-
proves model performance. Precision, recall and
F1 scores are comparable for all three classifiers,
although the AdaBoost classifier slightly outper-
forms the others in most experiment settings. For
the entire dataset, precision and recall are almost
always identical and mirror the F1 scores. We
therefore report only F1 scores of the AdaBoost
classifier, which are summarized in Table 4. The
baseline model already achieves a high F1 score
of .72 which increases to .76 when adding the
IRT difficulty predictor. When only using text
complexity as additional feature, there is almost
no increase in performance (F1 = .72) as com-
pared to the baseline model. Adding the C-test
scores to any of the experiment settings results
in a slight increase in F1 scores. Although the
best performing model (F1 = .77) incorporates
all predictors, multiple models with a reduced fea-
ture set perform nearly as well. They all include
the IRT difficulties as well as C-test scores. The
two C-tests result in comparable model perfor-
mances. The model using all features except for
IRT difficulty achieves a F1 score of .73, which
constitutes the best performance without IRT dif-
ficulties. Adding text complexity as a feature
to the best performing models has a small pos-
itive effect on performance. F1 scores are gen-

7https://scikit-learn.org
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Set of
exercises

Predictors base-
line +b +co-text +b+c1 +co-text

+b+c1 +b+c2 +co-text
+b+c2

+co-text
+c1+c2 all µ σ

All .7238 .7599 .7247 .7655 .7661 .7653 .7664 .7251 .7669 .7515 .0203
Core .7510 .7612 .7508 .7709 .7784 .7779 .7751 .7630 .7798 .7676 .0115
Co-text sens. .7070 .7393 .7108 .7431 .7407 .7491 .7505 .7108 .7516 .7337 .0186
bintermediate .7374 .7458 .7408 .7437 .7404 .7429 .7420 .7424 .7437 .7421 .0024
blow .9450 .9450 .9450 .9467 .9467 .9470 .9470 .9470 .9469 .9463 .0009
bhigh .8553 .8538 .8553 .8516 .8516 .8524 .8524 .8545 .8487 .8528 .0021
FiB .7227 .7750 .7214 .7760 .7755 .7775 .7777 .7197 .7767 .7580 .0276
MtW .6585 .6711 .6656 .6985 .6913 .7064 .7082 .7146 .7093 .6915 .0211
JS .8350 .8549 .8362 .8531 .8538 .8587 .8527 .8343 .8549 .8482 .0099
SC .7760 .7820 .7760 .7844 .7830 .7848 .7855 .7741 .7855 .7813 .0046
SA .7277 .7652 .7256 .7562 .7546 .7578 .7620 .7361 .7657 .7501 .0159
Memory .9535 .9535 .9535 .9535 .9535 .9535 .9535 .9581 .9628 .9550 .0033
Categorization .6949 .6949 .6949 .7190 .7190 .6949 .6979 .7160 .7009 .7036 .0110

Table 4: Classifier performance

erally slightly higher for the subsets of core ex-
ercises (µF1 = .77, σF1 = .01) and exercises
of intermediate difficulty (µF1 = .74, σF1 =
.00), and marginally lower for co-text sensitive
exercises (µF1 = .73, σF1 = .02). For high-
difficulty exercises, they are considerably higher
(µF1 = .85, σF1 = .00) and even more so for
low-difficulty exercises (µF1 = .95, σF1 = .00).
The standard deviations show that there are almost
no differences in F1 scores between the model
variants of exercise sets with controlled difficulty,
which highlights the high relevance of the IRT dif-
ficulty feature once again.

In addition, we analyzed the feature impor-
tances provided by the classifiers, which allow to
estimate the relevance of the individual features
to the models’ predictions. While model perfor-
mance metrics indicate that co-text complexity has
only little impact on a learner’s performance on
exercises, the feature rankings, illustrated in the
heatmaps in Figure 8, show that this parameter
holds substantial predictive power. Not surpris-
ingly, exercise difficulty is the overall most pre-
dictive feature. It is, however, followed by co-text
complexity in most models integrating this fea-
ture and ranked highest in models not including
IRT difficulty. The feature rankings for the ana-
lyzed features – IRT difficulty, text readability and
C-test scores – are similar for all subsets of exer-
cises in terms of relative rankings, although abso-
lute values vary. Differences in the rankings con-
cern mostly the simple exercise features and are
quite pronounced between the different exercise
types. However, co-text complexity also features
greater importance for FiB, and most particularly
co-text sensitive exercises, SC, and JS exercises

compared to the other exercise types. This on the
one hand supports the findings of Section 4.2 in
terms of exercise types for which co-text plays a
role, and on the other hand reveals that it is partic-
ularly relevant with co-text sensitive exercises af-
ter all. In addition, the relevance of C-test scores
varies considerably from one exercise type to the
other. According to the predictor rankings, gen-
eral language proficiency is highly relevant – even
more relevant than IRT difficulty – with Memory
and Categorization exercises, and less so with JS,
SC, SA, MtW, and particularly FiB exercises.

Overall, the classification experiments reveal
that co-text complexity does have predictive power
with respect to a learner’s performance on an ex-
ercise.

4.4 Learner dependence of co-text
complexity predictiveness

By comparing the performance of classifiers for
the subsets of controlled learner proficiency us-
ing co-text complexity as a single predictor, we
aimed to determine whether co-text complexity
is a learner dependent or independent parame-
ter. If the predictive power of co-text complex-
ity varies with the learners’ proficiency levels, we
expect performance to differ between the subsets.
The results indeed show differences in model per-
formance, which is best for high learner profi-
ciency (F1 = .7755) and lowest for low pro-
ficiency (F1 = .6627). Co-text complexity is
therefore a good predictor of practice performance
for high-proficiency learners, but less so for low-
proficiency learners. This could indicate that less
proficient learners do not process an exercise’s co-
text, either because they do not attempt to do so or
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Figure 8: Feature importances

because even the easier texts are too challenging
for them, so that this parameter has less impact
on their practice performance. Co-text complex-
ity thus seems to be a learner dependent parameter
which holds more predictive power the higher the
learner’s proficiency.

5 Conclusion

We presented an extensive evaluation of the rel-
evance of co-text complexity to exercise diffi-
culty and its dependence on an individual learner’s
global language proficiency. The analyses cover

seven exercise types that differ in the relevance of
understanding the co-text in order to successfully
answer them. We showed that while there is gen-
erally no linear relationship between co-text com-
plexity and a learner’s performance on the exer-
cise, statistical models can capture the predictive
power of this parameter in combination with other
exercise and learner specific features. This is es-
pecially true for exercises going beyond mechan-
ical drills, where the co-text provides guidance
to successfully answer the exercise. However,
its predictive power varies with a learner’s profi-
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ciency. More proficient learners seem to make use
of top-down skills, while less proficient learners
use more local clues to solve grammar exercises.
Co-text complexity should therefore be considered
as a dynamic parameter in adaptive exercise selec-
tion in conjunction with a learner’s general lan-
guage proficiency.

We also acknowledge some limitations to our
evaluations. Although the C-test scores cover a
considerable range, our learners might still consti-
tute a more homogeneous group than in other ILTS
where learners do not follow the same curricu-
lum and workbook. Similarly, since the exercises
were created from manually composed texts, they
do not represent the variability found in authentic
texts, especially concerning higher complexities.
In addition, readability formulas constitute easy-
to-use measures of linguistic complexity thanks to
their numerical output scores. However, they do
not cover the entire spectrum of linguistic prop-
erties relevant to complexity which can be con-
sidered in more sophisticated approaches. These
should also differentiate between different scopes
of the features since for some exercises it might
be sufficient to consider the linguistic constructs
in the sentence of the actionable element instead
of in the entire exercise’s co-text.

Future work will need to determine the thresh-
old defining high general language proficiency so
that co-text complexity can be considered exclu-
sively for those learners for whom it does make a
difference.
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2017. Adaptivity in educational systems for lan-
guage learning: a review. Computer Assisted Lan-
guage Learning, 30(1-2):64–90.

Yunik Susanti, Takenobu Tokunaga, Hitoshi
Nishikawa, and Hiroyuki Obari. 2017. Con-
trolling item difficulty for automatic vocabulary
question generation. Research and Practice in
Technology Enhanced Learning, 12.

David Swanson, Kathleen Holtzman, Krista Allbee,
and Brian Clauser. 2006. Psychometric Charac-
teristics and Response Times for Content-Parallel
Extended-Matching and One-Best-Answer Items
in Relation to Number of Options. Academic
Medicine, 81:52–5.

Proceedings of the 12th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2023)

83



Roumen Vesselinov and John Grego. 2016. The
Babbel efficacy study. Babbel White Paper.

Joel Walz. 1989. Context and Contextualized Lan-
guage Practice in Foreign Language Teaching. Mod-
ern Language Journal, 73(2):160–168.

Kelly Wauters, Piet Desmet, and Wim Van Den Noort-
gate. 2012. Item difficulty estimation: An aus-
picious collaboration between data and judgment.
Computers & Education, 58(4):1183–1193.

Eve Wilson. 1994. A User-Adaptive Interface for
Computer Assisted Language Learning. In Proceed-
ings of ED-MEDIA 84–World Conference on Educa-
tional Multimedia and Hypermedia.

Wynne Wong and Bill Van Patten. 2003. The Evidence
is IN: Drills are OUT. Foreign Language Annals,
36(3):403–423.

Proceedings of the 12th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2023)

84


