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Abstract

Conversational recommendation systems
(CRS) have gained popularity in e-commerce
as they can recommend items during user in-
teractions. However, current open-ended CRS
have limited recommendation performance due
to their short-sighted training process, which
only predicts one utterance at a time without
considering its future impact. To address
this, we propose a User Simulator (US) that
communicates with the CRS using natural
language based on given user preferences,
enabling long-term reinforcement learning.
We also introduce a framework that uses
reinforcement learning (RL) with two novel
rewards, i.e., recommendation and conversa-
tion rewards, to train the CRS. This approach
considers the long-term goals and improves
both the conversation and recommendation
performance of the CRS. Our experiments
show that our proposed framework improves
the recall of recommendations by almost 100%.
Moreover, human evaluation demonstrates the
superiority of our framework in enhancing the
informativeness of generated utterances. 1

1 Introduction

Conversational Recommendation Systems
(CRS) (Li et al., 2018; Chen et al., 2019; Zhou
et al., 2020; Liang et al., 2021; Lei et al., 2020b;
Deng et al., 2021; Yang et al., 2022) are of growing
interest. Unlike traditional recommendation
systems, CRS extract user preferences directly
and recommend items during their interaction
with users. Traditional CRS (Deng et al., 2021;
Lei et al., 2020b,a) recommend an item or ask
about the user preference of a specific attribute at a
turn and use predefined question templates with
item/attribute slots in practical applications, which
are denoted as attribute-centric CRS. In addition,
they often use reinforcement learning to learn a

1Our code is released at https://github.com/ZQS1943/
CRS_US.

CRS

US

User Preferences: 
Interstellar : seen, like 

Tenet : seen, like 
Dune: unseen 

...

Hi! What type of movies do you like?

I like science fiction and fantasy movies.

A good fantasy movie is Interstellar.

I saw that one. It was fairly good.

...

Figure 1: Overview of our proposed framework. The
User Simulator (US) can interact with the Conversa-
tional Recommendation System (CRS) based on certain
user preferences.

policy of recommending items and asking about
attributes. Although such attribute-centric CRS are
popular in industry due to its easy implementation,
the user experience is unsatisfactory due to its
lack of flexibility and interactivity. In addition,
limited user information is collected by the CRS
due to the constrained interaction format. To this
end, open-ended CRS(Li et al., 2018; Chen et al.,
2019; Zhou et al., 2020; Liang et al., 2021; Yang
et al., 2022) are proposed to provide more flexible
interactions with users. Such CRS can interact
with the user like a real human-being, which focus
on understanding user preferences according to
their utterances and generating fluent responses to
recommend items.

Although open-ended CRS can engage in natural
and fluent conversations with users, their recom-
mendation quality are often suboptimal. This is
partly because these systems are typically trained
using maximum likelihood estimation (MLE) to
predict one utterance at a time, which hinders their
ability to learn a long-term recommendation pol-
icy (Li et al., 2016b). Moreover, such MLE training
fails to directly address the primary goal of CRS,
which is to gradually explore user preferences and
provide accurate, informative recommendations.
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For instance, systems trained with MLE may gen-
erate generic and unhelpful responses, such as
“You’re welcome. Bye."

Traditional attribute-centric CRS can learn effec-
tive recommendation policies by using reinforce-
ment learning to enable a global view of the con-
versation. However, adapting this strategy to open-
ended CRS is challenging due to the lack of a suit-
able User Simulator (US) for them. Developing a
US for open-ended CRS is much harder than for
attribute-centric CRS because it needs to gener-
ate natural-sounding utterances that are consistent
with specific user preferences, rather than simply
providing signal-level feedback as in the US for
attribute-centric CRS. The US can serve not only
as an environment for reinforcement learning but
also provide more diverse and realistic human-like
conversation scenarios and patterns than fixed train-
ing datasets. A suitable US for open-ended CRS
would be a significant step toward improving their
recommendation quality and making them more
effective in real-world applications.

This paper proposes a framework that includes a
CRS and a US to facilitate RL of the CRS. Specifi-
cally, we first develop a US for open-ended CRS,
comprising three preference-aware modules that
generate user utterances based on any given user
preferences. Building on recent work in applying
RL for dialogue generation (Tseng et al., 2021;
Papangelis et al., 2019; Das et al., 2017; Li et al.,
2016b), we propose optimizing the long-term per-
formance of pre-trained CRS using RL during inter-
action with the US. We also introduce two rewards:
the recommendation reward and the conversation
reward, to better reflect the true objective of CRS.
To the best of our knowledge, this is the first frame-
work for training open-ended CRS in reinforcement
learning strategies.

The contributions of this work are summarized
as follows:

• We present the first US that can interact with
the CRS using natural language based on spe-
cific user preferences. With three preference-
aware modules, the proposed US not only
gives the correct feedback to the CRS rec-
ommended items, but also expresses its prefer-
ence actively to let the CRS know more about
the user in a short dialog.

• We present the first framework for fine-tuning
a pre-trained open-ended CRS with RL and

introduce two rewards to improve both con-
versation and recommendation performance.

• Comprehensive experiments are conducted,
which demonstrate that the proposed frame-
work is powerful in improving both the accu-
racy of the recommendation and the informa-
tiveness of the generated utterances.

2 Methods

2.1 Overall Architecture
Formally, in the CRS scenario, we use u to de-
note a user from the user set U and i to de-
note an item from the item set I. A dialog con-
text can be denoted as a sequence of alternat-
ing utterances between the CRS and the user:
{xcrs1 , xus1 , xcrs2 , xus2 , · · · , xcrst , xust }. In the t-th
turn, the CRS generates an utterance xcrst that rec-
ommends the item it ∈ I. Note that it can be
None if xcrst is a chit-chat response or is a query
to clarify the user preference and does not need
to recommend. The user then provides a response
xust .

Our goal is to train the CRS with reinforcement
learning to improve its long-term performance.
Since online human interactive learning costs too
much effort in training, a US is utilized to assist the
RL process of the CRS, by simulating natural and
personalized dialogue contexts. To train the overall
framework, we first train a US that can simulate
user utterances based on specific user preferences
in each dialog, using supervised learning. We then
fine-tune a pre-trained CRS by encouraging two
novel rewards during the interaction with the US
through reinforcement learning.

2.2 User Simulator
In this section, we present our US, which aims to
interact with CRS using natural language based on
any given user preferences. However, developing
such a US comes with two main challenges: (1)
the US must be able to express its preferences both
actively and passively. It should provide accurate
feedback on recommended items and actively ex-
press its preferences to quickly provide the CRS
with more information in a short dialogue. (2) pre-
serving the long-term preferences of the user cre-
ates a large search space for item selection, which
can burden the US. Additionally, users are only in-
terested in a small set of items in each dialogue, re-
quiring the US to model dynamic user preferences
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Figure 2: Our proposed User Simulator. Given the dialog history, a transformer-based Encoder-Decoder module
enhanced with user preference embedding and user preference attention is used to generate a personalized response
template with item slots. An Item Selector is used to select the appropriate items from the dynamic condensed
candidate items set Ican based on the context and the user preference.

in the current dialogue. To address the first chal-
lenge, we propose two components: User Prefer-
ence Embedding to capture the user’s personalized
characteristics for a recommended item, enabling
the US to generate appropriate feedback, and User
Preference Attention to prompt the US to express
its preferred items. To tackle the second challenge,
we employ the use of Dynamic Condensed Candi-
date Item Set, which captures the user’s short-term
preferences, thereby reducing the search space for
item selection.

Figure 2 shows an overview of our proposed
US, which is based on a dialog generation model
NRTD (Liang et al., 2021). Given the dialogue con-
text, we first utilize a knowledge-enhanced encoder-
decoder-based template generator, depicted as the
“context encoder" and “decoder" in Figure 2, to
generate an utterance template with item slots. In
the decoder module of the template generator, we
incorporate user preference embedding to enhance
token embedding with information about the last
recommended item and add a user preference at-
tention layer to incorporate user preferred items
into the generated templates. Next, we use a
template-aware item selector to select the appro-
priate items from a preference-based dynamic con-
densed candidate items set. We introduce these
three preference-aware modules (User Preference
Embedding, User Preference Attention, and Dy-
namic Condensed Candidate Items Set) in the fol-
lowing sections. We refer the reader to (Zhou et al.,
2020) and (Liang et al., 2021) for more details of
the whole model.

User Preference Embedding
When the CRS recommends an item, US is ex-
pected to provide the correct feedback for it. To
achieve this, for each user u, we represent their
user preference vector for item i as viu ∈ Rnf ,
where nf is the number of features to consider,
such as a score indicating the user’s liking for the
item or a binary value indicating whether the user
has purchased the item or not. We then map viu to
a continuous space using the following equation:

hiu = Wviu (1)

where hiu ∈ Rd represents the user preference em-
bedding, and W ∈ Rd×nf is a learnable matrix.

When generating user utterances, we incorpo-
rate the user u’s preference embedding of the last
recommended item it, i.e.,hitu , into each word em-
bedding to assist the US in generating accurate
feedback for the recommended item it.

User Preference Attention
In addition to providing accurate feedback for rec-
ommended items, a good US should also actively
express its preferences to provide the CRS with
more information about the user. A user may have
a large set of preferred items in the long-term, but
in a short-term, during a current dialogue, they may
be looking for specific types of items such as come-
dies, scary movies, etc. To this end, we define
the user’s current preferred item set Icur as the
set of user’s short-term preferred items mentioned
in a single dialogue in the dataset. We then use
Vcur ∈ Rd×|Icur| to denote current preferred item
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embedding matrix, where each column is a learn-
able representation of a preferred item enhanced by
an external knowledge graph.

Then we add a multi-head attention layer, i.e.,
MHA(Q,K, V ), to each layer of the decoder to
incorporate this user preference information:

R′ = MHA(R, Vcur, Vcur) (2)

where R ∈ Rd×l and R′ ∈ Rd×l are the embedding
matrix before and after user preference attention in
each layer of the decoder.

Dynamic Condensed Candidate Items Set

Searching through a large space of candidate items
can impose a significant burden on the US in gen-
erating accurate and controllable utterances, espe-
cially when dealing with a large number of can-
didate items as seen in real-world scenarios. Fur-
thermore, users’ short-term preferences can change
dynamically throughout a dialogue, which can af-
fect the distribution of preferred items in the search
space. To address this, we propose the use of a
dynamic condensed candidate item set Ican which
limits the number and quality of items, and the
item selector can only select items from Ican for
recommendation.

There are two key considerations in constructing
the dynamic condensed candidate item set. First,
as previously discussed, the US is expected to pro-
vide accurate feedback on the last recommended
item it, therefore the last recommended item must
be included in the set. Second, to accommodate
the dynamic short-term preference of the users,
the current preferred item set is also included, as
Ican = Icur ∪ {it}.

Optimization of US

The entire User Simulator (US) is trained end-to-
end, using human-written dialogues as supervision.
For template generation, we use a standard cross-
entropy loss Lgen. For item selection, we calcu-
late the loss as the negative log-likelihood of the
ground-truth item for an item slot, denoted as Lsle.
We then combine the two losses with a weighting
hyperparameter as follows:

L = λLgen + Lsle (3)

We refer the reader to (Liang et al., 2021) for more
details.

2.3 Reinforcement Learning of CRS
With the proposed US, we can fine-tune any pre-
trained CRS using RL, based on its interactions
with the US. Our US is able to create diverse train-
ing scenarios for the CRS by altering user prefer-
ences, which it uses as a basis for generating user
utterances. In each dialog session, the CRS is fine-
tuned based on a fixed user’s current preferred item
set Icur from a dialog in the training set, with the
aim of recommending items in Icur. This approach
enables the CRS to model the long-term effects of
a generated utterance and more closely imitate the
true goal of a CRS, which is to recommend items
that users will like, by utilizing designed rewards
(Li et al., 2016b).

RL Components
An action a refers to a dialogue utterance generated
by the CRS; the state is represented by the previous
dialogue history c; the policy of the CRS model is
represented by p(a|c), defined by its parameters; r
represents the reward obtained for each action.

Reward Design
Compared to RL in the task-oriented dialog (Tseng
et al., 2021; Papangelis et al., 2019), the main chal-
lenge of RL in CRS is that there are no predefined
dialog acts to use, and the model must take into
account both the recommendation and the conver-
sation performance, rather than simply selecting
the best dialog act. To address this, we design two
novel rewards for reinforcement learning in CRS
training.

For the recommendation reward, inspired by the
studies of attribute-centric CRS (Lei et al., 2020a,b;
Deng et al., 2021), which use RL to enhance the
efficiency of recommendations, our environment
contains two types of rewards: (1) rrec_suc, a posi-
tive reward when the user likes the recommended
item, i.e., the recommended item is in the user’s
current preferred item set Icur, and (2) rrec_fail, a
negative reward when the user dislikes the recom-
mended item.

For the conversation reward, we first provide
a slightly positive reward rcon_rec when the gen-
erated utterance recommends an item, to encour-
age the CRS to make recommendations. Addi-
tionally, when recommending an item, the CRS
should also explain why it chose the item, mak-
ing it more persuasive. For instance, in the movie
domain, the CRS may recommend a movie that
shares the same actor as the user’s favorite movie
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mentioned earlier. To encourage this, we construct
a list of non-informative words, based on word
frequency, excluding informative words about at-
tributes of movies, such as movie genres and actor
names. If the generated utterance contains a word
that is not on this list of non-informative words,
we consider it to be an informative utterance and
provide a positive reward rcon_info. During our ex-
periments, we also found that the CRS tends to use
repeated templates to recommend different items
in a single dialogue, which can make the conversa-
tion monotonous. To address this, we give slightly
negative rewards rcon_rep to repeated templates.

Finally, the total reward is calculated as follows:

r =α(rrec_suc + rrec_fail)+

β(rcon_rec + rcon_info + rcon_rep)
(4)

where α, β are weight hyperparameters.

Optimization of CRS
The model parameters are initialized using the pre-
trained CRS model. We then use Policy Gradient
Theorem (Sutton et al., 1999) to find parameters
that maximize the expected reward, which can be
written as

J(θ) = E[
T∑

i=1

R(ai, ci)] (5)

where R(ai, ci) denotes the reward resulting from
action ai given context ci. We use the likelihood
ratio trick (Williams, 1992; Li et al., 2016b) for
gradient updates:

∇J(θ) ≈
∑

i

∇ log p(ai|ci)
i=T∑

i=1

R(ai, ci) (6)

.

3 Experimental

3.1 Dataset
We conduct all the experiments on the REcom-
mendations through DIALog (REDIAL) dataset(Li
et al., 2018). It is collected on Amazon Mechanical
Turk (AMT) platform where paired workers, rec-
ommender and seeker, make conversations about
movie seeking and recommendation. It consists of
10006 dialogues with an average of 18.2 turns. 738
workers play the seeker roles at least in one dialog.
There are 51699 movie mentions, of which 16278
are mentioned by the seeker and 35421 are recom-
mended by the recommender. After the two work-
ers complete the conversation, the system would

ask the seeker to complete a table about whether
he/she likes each mentioned movie or not and has
seen it or not, which are the two features we use
to model the user preferences. The seekers like
most movies with more than 95% of all movie
mentions are liked by the seekers. We first use
the dialogues in the dataset to train the US in a
supervision style. For the reinforcement learning
of the CRS, at each round, we start the conversa-
tion based on the above-mentioned dataset, and
continue the training of CRS during its interaction
with the US, which is based on the user preference
from the training data.

3.2 Evaluation Metrics

Following the previous open-ended work, we
evaluate the CRS in terms of recommendation
and conversation performance. However, existing
works only evaluate the conversation quality
locally, namely, one-round conversation, and
the input dialogue history of the CRS is always
the human-written utterances without any self-
generated context. Thus, to evaluate the CRS in
terms of its global performance in one dialog, we
propose two novel global metrics in addition to the
local evaluation. The details of the local metrics
and the global metrics are provided as follows.

Local Metrics For recommendation evaluation,
previous work often use recall in response (ReR),
which shows whether the ground-truth item
suggested by human is included in the final
generated response. However, this deviates from
the true goal of the CRS, which is to recommend
user-liked items. Thus, we suggest expending
the target item set to the user current preferred
item set Icur, and using recall of preferred items
(ReP) to measure whether the recommended
item is included in Icur. For the evaluation of
conversation, following previous work, we use
perplexity (PPL) and distinct n-gram (Dist-n)
(Li et al., 2016a) to measure the fluency and
distinctiveness of generated utterances. We also
use human evaluation to measure fluency and
information quality.

Global Evaluation We propose two global metrics
to evaluate the recommendation performance of
the CRS during its interaction with the US. Global
recall (GlobalRe) is calculated as the percentage of
items recommended in the entire dialog that are in
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the user current preferred item set Icur. We also
use success rate (Succ) where success means that
the CRS has recommended at least one item that is
in Icur within a certain number of maximum turns.
During the evaluation, the US employs user pref-
erences, i.e., the current preferred item set Icur
from the test set. This means that each user in a
dialogue is treated as a distinct entity, and their
Icur represents the set of items mentioned in the
dialogue that are liked by that particular user.

3.3 Implementation Details

Our framework can theoretically be paired with any
CRS models.2 In this experiment, we implement
our model based on the CRS model NTRD (Liang
et al., 2021), which consists of a recommendation
component and a conversation component. We
freeze the parameters of one component and train
another one at a time using the corresponding re-
ward to make the training process more stable.
Both components are optimized with Adam op-
timizer with a batch size of 16. The maximum
number of turns is set to 5. We train the recommen-
dation component with a learning rate of 1e-4 for
20 epochs and the conversation component with a
learning rate of 1e-7 for 40 epochs. On average,
it takes approximately one hour to train an epoch
with a Tesla P100GPU with 16GB of DRAM. For
more implementation details, including the train-
ing of the US and the exact number of each reward,
please refer to the Appendix.

3.4 Baselines

• REDIAL (Li et al., 2018): original model
proposed with the dataset.

• KBRD (Chen et al., 2019): based on trans-
former, utilizing an external knowledge graph
to enhance the item representations.

• KGSF (Zhou et al., 2020): utilized two exter-
nal knowledge graphs to further enhance the
user preference modelling.

• NTRD (Liang et al., 2021): proposes the
two-step framework with a template gener-
ator and an item selector to better incorporate
the recommended items into the generated re-
sponses.

2We do not incorporate the proposed framework into
CRSs (Yang et al., 2022; Wang et al., 2021) with pre-trained
language models since it costs too much memory to perform
reinforcement learning.

• RID (Wang et al., 2021): utilizes the pre-
trained language model to improve the CRS.

• MESE (Yang et al., 2022): also utilizes the
pre-trained language model but use items meta
information instead of the KG as the external
knowledge.

3.5 Experimental Results

Machine-based Evaluation Table 1 shows the
machine-based evaluation results of the models.
Compared to the NTRD base model, our frame-
work consistently improves the performance of the
model in all metrics. In particular, our framework
improves all recommendation metrics by almost
100%. This indicates that the CRS learns a good
policy of recommending through the interaction
with the US with the designed rewards. Note that
after fine-tuning with our framework, the NTRD
even outperforms the RID, which leverages a pre-
trained language model (PLM) in terms of the rec-
ommendation.

The ablation study shows that both the recom-
mendation reward and the conversation reward
contribute to the final results. The conversation
reward also improves the recommendation
performance, which may be because a more
informative response helps the model choose the
correct items. The conversation reward improves
the distinctiveness of generated utterances, since it
encourages the model to generate more informative
utterances.

Human-based Evaluation We asked three workers
to read 100 randomly selected contexts and the gen-
erated response of each model and to give a score
between 0 and 2 to evaluate both the fluency and the
informativeness of the responses. Table 2 shows
the average score of the human evaluation results.
The intraclass correlation coefficient(ICC) between
workers is 0.49 for fluency scores and 0.71 for in-
formativeness scores. Our framework improves the
performance of the base model NTRD, especially
in terms of informativeness, which shows the effec-
tiveness of the proposed design of the conversation
reward.

Case Study of the US
In this section, we present an example to demon-
strate the quality of our proposed US. Please refer
to the Appendix for more cases. In Table 3, we
compare the output of our proposed US with the
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Model
Recommendation metrics Conversation metrics

Local metrics Global metrics
ReR ↑ ReP ↑ GlobalRe ↑ Succ ↑ PPL ↓ Dist2 ↑ Dist3 ↑ Dist4 ↑

ReDial 0.7 - - - 28.1 0.225 0.236 0.228
KBRD 0.8 - - - 17.9 0.263 0.368 0.423
KGSF 1.1 - - - 8.3 0.302 0.431 0.508
NTRD 1.7 11.7 5.7 26.7 6.41 0.569 0.804 0.940
Ours (NTRD) 3.2 22.3 12.2 50.5 6.23 0.528 0.807 1.010
- w/o con-R 2.8 18.3 11.5 49.8 6.41 0.449 0.670 0.807
- w/o rec-R 1.9 14.2 6.7 29.9 6.23 0.671 0.965 1.169
RID* 3.1 - - - 54.1 0.518 0.624 0.598
MESE* 6.4 - - - 12.9 0.822 1.152 1.313

Table 1: Machine-based Evaluation. * indicates leveraging of pre-trained transformer-based models. We bold the
best result on the same base model NTRD; underline the best result on all models.

Model Fluency Informativeness
NTRD 1.44 0.46

Ours (NTRD) 1.65 0.79

Table 2: Human-based Evaluation.

Case Study of the User Simulator
User Iron Man 2: seen, liked
Preferences The Avengers: seen, liked

It: unseen, liked
Ant Man: seen, liked

Human: I would like to watch any movie.
Tell me any movie Like Ant Man.

CRS: Have you seen The Avengers?
US: I have seen that one. I also liked Iron Man 2.
- w/o PAM: I haven’t see that one. Is it good?
Human: I really enjoyed that one. Yes and I liked it.

Which another one would you recommend
me?

CRS: Do you like scary movies?
Have you seen It?

US: I have not seen that one. I will check it out.
- w/o PAM: I have not seen that one.
Human: I watched Iron Man 2 and I liked it.

...

Table 3: A case study comparing the user utterances
generated by our model, the baseline, and the ground
truth. We mark the item mentions in blue color.

baseline which has no preference-aware modules
(PAM) and with the human written response. The
US without PAM generates utterances simply with
higher probability; that is, the user has not seen the
movie recommended by the CRS. This may be
contradictory to user preferences: When the CRS
recommends the movie The Avengers, the baseline
says that it has not seen the movie, which is not
true, since the user has seen and liked it. Instead,
our US with preference-aware modules provides

the correct feedback for two recommendations,
The Avengers and It. Furthermore, our US can
actively express its preference to help the CRS
know more about it: it actively says that it likes the
movie Iron Man 2.

Case Study of the CRS Table 4 shows some ex-
amples of the responses generated by NTRD and
our model given the same context. In the first case,
the NTRD generates a general response that is not
fluent with the context, while our model, which
is the RL fine-tuned NTRD, recommends a movie
with a description of the movie. In the second case,
our model recommends the movie It which is a
scary movie consistent with the user’s short-term
preference. These indicate that our framework can
improve the informativeness of the responses by
providing more details of the recommended movie.
In the third case, our model recommends a movie
and introduces its actress. However, the actress
does not play any role in the movie, which shows
the limitation of current CRSs, that is, it cannot
guarantee the correctness of the generated informa-
tion in a fine-grained way.

Remaining Challenges

Though effective, improvements in the CRS are
highly dependent on the good quality of the US.
Currently, we only use reinforcement learning to
optimize the CRS. However, previous work (Tseng
et al., 2021) shows that joint-learning of the dialog
system and the US can further enhance the perfor-
mance of the dialog system. We leave the joint
learning of the CRS and the US for future work.
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Case Study of the Conversational Recommendation System
Context CRS responses
... NTRD: I think you will like it.
CRS: If you like action movies that are also sci-fi, there’s Star Wars. Ours: Jumanji is a good action packed
User: Yes, I did like all of the Star Wars movies. I also like Paycheck. comedy.
... NTRD: I like Freddy vs. Jason.
CRS: I think Scream was a fail as far as being scary, Ours: It is a good one if you like scary

but it was a good movie overall. movie.
User: I have seen all of the Halloween and Jason X.
CRS: Hello. How is your night going? NTRD: Fargo is a good one.
User: Hi. I’m looking for a movie. Ours: The Naked Gun is a funny movie

One that is funny but not too stupid. with Jennifer Lawrence.

Table 4: Case studies comparing the CRS responses generated by the original NTRD and our improved model given
the same contexts. We only give the last turn of the dialog history to save space here. We mark the item mentions in
blue color, and the user preferences in red color.

4 Related Work

Conversational Recommendation System Cur-
rent CRS studies can be roughly categorized into
two directions (Liang et al., 2021): (1)Attribute-
centric CRS (Deng et al., 2021; Lei et al., 2020b,a;
Zhang et al., 2022). These systems ask questions
about the user preferences of certain attributes or
make recommendations at each turn and gradu-
ally narrow down the hypothesis space of items
to make optimal recommendations. These studies
focus on the recommendation part and use ques-
tion/answer templates with attribute or item slots.
They often use reinforcement learning to achieve
better recommending and asking policies. (2)Open-
ended CRS (Li et al., 2018; Chen et al., 2019; Zhou
et al., 2020; Liang et al., 2021; Yang et al., 2022).
These studies focus on understanding user prefer-
ences according to user utterances and generating
fluent responses to recommend items. Compared
to attribute-centric CRSs, open-ended CRSs have
more free-style recommendations and more flexible
interactions, which provides a better user experi-
ence. In this paper, we focus on open-ended CRSs
and borrow the idea of improving the recommen-
dation by reinforcement learning from the studies
of attribute-centric CRSs.
User Simulator Traditional USs are rule-
based such as the agenda-based user simulator
(ABUS) (Schatzmann and Young, 2009; Li et al.,
2016c). For different tasks, ABUS needs to design
different hand-crafted structures, which poses chal-
lenges in scenario shifting. Data-driven US(Asri
et al., 2016; Gur et al., 2018) is another line of work.
A seq2seq model is used to generate semantic-level
dialog acts (Asri et al., 2016; Gur et al., 2018;
Tseng et al., 2021) or natural languages (Kreyssig
et al., 2018). However, most of the USs are de-

signed for task-oriented dialog systems and cannot
be directly used for CRS. To the best of our knowl-
edge, our work is the first to explore US for open-
ended CRS that can generate consistent responses
based on certain user preferences.

5 Conclusion

In this paper, we propose a framework to be packed
with any CRS to improve its recommendation accu-
racy and language informativeness. We first build
a User Simulator for open-ended CRS with three
preference-aware modules to give the appropriate
feedback to the CRS based on certain user prefer-
ences. We then fine-tune a pre-trained CRS with
reinforcement learning based on its interaction with
the US with two types of designed rewards. Exper-
iments demonstrate that our framework can signifi-
cantly improve the recall of the recommendation,
and human evaluation shows that the generated
language is more informative with more descrip-
tions of the recommended items. For future work,
the first is to use joint optimization of CRS and
US to further improve the interactive qualities, and
the second is to explore the generalizability of the
framework to other domains of recommendation.

6 Limitations

The proposed framework has a limitation in terms
of the large GPU resources required, as it neces-
sitates double the memory compared to training
a CRS alone. Due to this limitation, we have to
forego the use of pre-trained language models such
as BERT, which could have been beneficial in en-
hancing language quality, but their extreme mem-
ory requirements make it infeasible.
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A Appendix

A.1 User Preferences Extension
For each user u, we know its preference vectors
of a constrained set of movies Iu

known from the
dataset. We need to extend the user preference
to each movie i ∈ I, since during the interaction
between the US and the CRS, the CRS may recom-
mend a movie that is not in Iu

known. Therefore, for
each movie iunk that is not in Iu

known, we consider
that the user u has not seen it. We then calculate the
cosine similarities between iunk and each movie
in Iu

known and set the like/dislike label of iunk the
same as the closest movie to it, i.e.,

i∗ =i∈Iknown
cos ((i), (iunk)) (7)

, where (i) returns the embedding of the movie i,
and the user u has the same like/dislike label to
iunk and i∗.

A.2 Hyper-parameters for Reproducing
The Hyper-parameters of RL
In this section, we introduce the detailed setting
of reinforcement learning of the Conversational
Recommendation System (CRS). To train the rec-
ommendation component, we only use recommen-
dation rewards i.e., α = 1, β = 0, and for the
conversation component, we only use conversation
rewards i.e., α = 0, β = 1. Detailed reward values
are listed in Table 5.

Reward Type Value
rrec_suc 5
rrec_fial 0
rcon_rec 1
rcon_info 5
rcon_rep -5

Table 5: The reward values of the RL of CRS.

The Hyper-parameters of the User Simulator
In this section, we introduce the hyper-parameters
of the architecture of the User Simulator (US). The
US consists of a template generator and an item
selector, where the backbone of each component
is a transformer with multi-head attentions. We
use λ = 5 as the weight for generation loss Lgen

and item selection loss Lsle. We train the US using
Adam optimizer with a learning rate of 1e-3 and
a batch size of 32 for 90 epochs. Detailed hyper-
parameters for architecture are listed in Table 6.

Hyper-parameters Value
num_attention_heads 2
num_hidden_layers 2

embedding_size 300
hidden_size 128

intermediate_size 300
gradient_clipping 0.1

dropout_prob 0.1
attention_dropout_prob 0

hidden_act “relu"
relu_dropout_prob 0.1

max_context_length 256
max_response_length 30

vocab_size 17641

Table 6: The detailed hyper-parameters of the US.

(a)

(b)

Figure 3: Averaged recommendation rewards (a) and
conversation rewards (b) curve of the policies.

A.3 Reward Curves of RL

Figure 3 shows the average reward the policies re-
ceive at each 2000 steps during the training process.
For the recommendation component, the rewards
quickly converge, as the action space is limited
by the number of the entire set of items I. How-
ever, the reinforcement learning of the conversation
component is much more unstable, since it needs
to generate fluent utterances, and the action space

99



NTRD with the US Ours (NTRD) with the US

User
Preferences:

Taken: unseen, like Black Panther: seen, like
Avengers: Infinity War (2018): seen, like The Sixth Battalion: unseen, like
Die Hard: unseen, like Thor: Ragnarok: unseen, like
Spider-Man: seen, like The Avengers: unseen, like

(given) CRS: What kind of movies do you like? Have you seen Avengers: Infinity War?
or Spider-Man?

(given) US: Yes and i liked them. Those are awesome. I like that kind of movies.
CRS: Thor: Ragnarok is a good one. Black Panther is a great comedy movie.
US: I haven’t seen that one yet. Yes, I have seen that one. I liked it.
CRS: The Avengers is a good one. The Avengers is a great movie!
US: I haven’t seen that one yet. I have not seen that one yet.
CRS: I haven’t seen that one. I’ll check it out. Spider-Man is a great movie.
US: I will have to check it out. Yes, I have seen that one. It was great.
CRS: I hope you enjoy them! Die Hard is a great movie.
US: I will have to check it out. I have not seen that one yet.
CRS: I hope you enjoy them! Taken is a classic.
US: Thank you for your help. I have not seen that one yet.

User
Preferences:

Porky’s: unseen, like Pineapple Express: seen, like
The Avengers: unseen, like The Hangover: unseen, like
Fist Fight: unseen, like Animal House: unseen, like
Homecoming: seen, like House: seen, like
Taken: unseen, like

(given) CRS: Hi there. Do you like movies?
(given) US: Hi. I like fun movies. I like Homecoming.
CRS: I have not seen that one. Is it a good one. Have you seen Porky’s?
US: I have not seen that one. I haven’t seen either of those.
CRS: Pineapple Express is a good one. Animal House is a great comedy with

Kevin Hart.
US: I have not seen that one. I haven’t seen that one yet.
CRS: The Avengers is a good one. Fist Fight is a good comedy also.
US: I have not seen that one. I ’m not sure if I have seen that one.
CRS: I have not seen that one. Is it a good one. The Hangover is a good comedy with

Bradley Cooper.
US: I have not seen that one. I haven’t seen that one either.
CRS: I have not seen that one. Is it a good one. Taken is a classic.
US: I have not seen that one. I have not seen that one yet.

Table 7: Interactive Cases. Comparison of CRSs before (NTRD) and after (Ours) fine-tuning with reinforcement
learning.

is infinite. Thus, we use a small learning rate and
more steps to train the component. During training,
the total reward (red curve) increases and converges.
However, the convergence status consists of a high
informative reward and a low repetition reward,
which is caused by the model keeping generate sim-
ple but informative utterances like “xxx is a good
comedy". This shows a limitation of our design of
informative rewards: Though simple and effective,
it is only a binary reward with informative or nonin-

formative, which lacks the ability to judge the level
informativeness. Therefore, the utterance “xxx is
a good sci-fi" and “xxx is a sci-fi about a human
trying to find another habitable planet." would get
the same informative score, but obviously the latter
one contains more information about the movie and
deserves a higher score. In future work, we will
design a better informative reward to encourage the
model to generate more informative utterances and
make the recommendations more persuasive.

100



A.4 Interactive Cases
Table 7 shows two cases of interactive conversa-
tions between the US and CRSs before and after
fine-tuning with reinforcement learning. Given the
first turn of the conversation, the US and CRS con-
tinue to interact for 5 turns. In each dialog, the US
is based on different user preferences. Generally
speaking, our CRS has a more fluent conversation
with the US. The NTRD tends to generate generic
utterances, and the conversation becomes stuck in
an infinite loop of repetitive responses. Another
improvement of our CRS is that it generates more
informative utterances when recommending items,
which are highlighted with red. However, as we
discussed in the paper, there may be some mis-
takes when talking about actors / actresses: while
Bradley Cooper plays an important role in The
Hangover, Kevin Hart does not play any role in
Animal House.
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