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Abstract

The literary domain continues to pose a chal-
lenge for Sentiment Analysis methods, due
to its particularly nuanced and layered nature.
This paper explores the adequacy of different
Sentiment Analysis tools – from dictionary-
based approaches to state-of-the-art Transform-
ers – for capturing valence and modelling senti-
ment arcs. We take Ernest Hemingway’s novel
The Old Man and the Sea as a case study to ad-
dress challenges inherent to literary language,
compare Transformer and rule-based systems’
scores with human annotations, and shed light
on the complexities of analyzing sentiment in
narrative texts. Finally, we emphasize the po-
tential of model ensembles.

1 Introduction

Recent years have seen a significant increase in
the methods available for Sentiment Analysis (SA).
While dictionary-based approaches like VADER
(Hutto and Gilbert, 2014) seem to consistently per-
form well (Ribeiro et al., 2016), they still strug-
gle when applied to some domains (Elsahar and
Gallé, 2019; Ohana et al., 2012; Bowers and Dom-
browski, 2021). Transformer-based models provide
a much richer semantic representation texts, but
also display shortcomings (Tabinda Kokab et al.,
2022). While these tools are commonly used to
analyze emotive language in contexts like social
media (Alantari et al., 2022), their suitability for
literary texts remains relatively unexplored. Liter-
ary language is particularly intriguing to test SA
tools (Chun, 2021), because it often aims to evoke
rather than explicitly communicate, operating at
multiple narrative levels (Jakobson, 1981; Rosen-
blatt, 1982; Booth, 1983). In this study, we use
The Old Man and the Sea, often considered the
masterpiece of Ernest Hemingway and exemplary
of his philosophy of writing, as a benchmark for
testing both rule-based and Transformer-based SA

systems.1 Hemingway’s writing style is known for
its emotional subtlety, often described as an “ice-
berg" or “omissive" writing, that evokes more than
it describes: “the emotion is plentiful, though hid-
den but not exposed" (Daoshan and Shuo, 2014).
With its directness and limited use of figurative lan-
guage (Heaton, 1970), Hemingway avoids “overt
emotional display" (Strychacz, 2002) in a way that
may pose a particular challenge to SA. Building on
the literary analysis tradition that seeks to model
sentiment arcs in literary texts (Jockers, 2014; Ma-
harjan et al., 2018; Elkins, 2022), we apply various
methods for sentiment annotation to the sentences
of the novel and compare them to a benchmark of
human annotations.

2 Related works

In literary studies, what is often called the “affec-
tive turn” (Armstrong, 2014) has led to a stronger
focus on sentiment expressed in narrative texts
(Ngai, 2007), and SA has often been employed
in computational literary studies to profile texts
and model the “shape of stories" (Reagan et al.,
2016a). To capture meaningful aspects of the read-
ing experience, previous works tested the poten-
tial of SA (Alm, 2008; Jain et al., 2017) at the
word (Mohammad, 2011, 2018), sentence (Mäntylä
et al., 2018), or paragraph level (Li et al., 2019)
to model narrative arcs (Kim and Klinger, 2018;
Reagan et al., 2016a; Jockers, 2014). Sentiment
arcs have been used to evaluate literary texts in
terms of shape or plot (Reagan et al., 2016a) pro-
gression (Hu et al., 2020), and mood (Öhman and
Rossi, 2022). Certain shapes or arc dynamics have
been connected to reader appreciation, considering
both simple and more complex narratives (Bizzoni
et al., 2022a, 2023), and Bizzoni et al. (2023) have
shown that sentiment features, such as measures

1Link to the annotated text (human and automatic
annotations): https://github.com/PascaleFMoreira/
Annotated_Hemingway
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of sentiment arc progression, have an effect even
compared to the predominantly stylistic features
usually employed for this type of task (Koolen et al.,
2020; Maharjan et al., 2017). As such, modelling
sentiment arcs holds potential for gaining a more
in-depth understanding of how narratives, in their
unfolding, affect readers. However, both the va-
lidity of the dictionary-based approaches and the
adequacy of methods for detrending arcs (Gao et al.,
2016) have been controversial in literary SA (Swaf-
ford, 2015; Hammond, 2017; Elkins, 2022; Reb-
ora, 2023). For example, dictionary-based meth-
ods seem to perform well even on so-called “non-
linear” narratives (Richardson, 2000; Elkins and
Chun, 2019) although they appear to do poorly on
a word-basis (Reagan et al., 2016b). On the other
hand, more recent Transformer-based approaches
have shown both potential and pitfalls in the analy-
sis of sentiment (Elkins, 2022).

3 Methods

3.1 Human Annotation

The first contribution of this paper is to provide a
valence-annotated version of The Old Man and the
Sea. Human annotators (n=2) read it from begin-
ning to end and scored its 1923 sentences on a 1 to
10 valence scale: 1 signifying the lowest, and 10 the
highest valence. Here, valence was intended as the
sentiment expressed by the sentence. The annota-
tors were instructed to avoid rating how a sentence
made them feel and to try to report only on the
sentiments actually embedded in the sentence, i.e.,
to think about the valence of each sentence indi-
vidually, without overthinking the story’s narrative
to reduce contextual interpretation. This naturally
is far from an obvious or objective task, which
created several interesting cases of uncertainty or
ambiguity.

Both annotators have extensive experience of
literary analysis, and hold degrees in literature.2

They worked independently, not discussing nor
subsequently changing scores. The task was not
explicitly categorical: the annotators could use in
principle decimals or even more fine-grained repre-
sentations of their perceived valence. Nonetheless,
both annotators resorted to using discrete values
only. As mentioned, The Old Man and the Sea

2Both were academics, male and female, at ages 31 and
34, who were non-native but very proficient English speakers,
and who finished their literature degree (MA and BA) finished
1, respectively 12 years ago (the BA).

is an advantageous case-study for SA. While the
story arc is linear and the style is simple, it is often
ambivalent, shifting perspectives and narrative sym-
pathies between the natural and human world, so
that it can be difficult to annotate even for a human
reader. For example, the sentence “Then the fish
came alive, with his death in him, and rose high out
of the water showing all his great length and width
and all his power and his beauty" is stylistically
simple, but offers a tension between contrasting
emotions that challenges linear valence scales.

Accordingly, the correlation between the human
annotators is not perfect, albeit very robust (Pear-
son: 0.652; Spearman: 0.624). The Cohen-Kappa
score is 0.342. While this is relatively low, seeing
as the annotators were working on a continuous
valence space which was discrete in ten categories,
we consider correlation measures to be more ad-
equate than categorical inter-annotator agreement
measures. A representation of the detrended sen-
timent arc of each annotator is visualized in the
Appendix, along with their detrended mean.

After detrending the arcs, the correlation be-
tween the annotators’ arcs is much more robust,
with a Pearson correlation of 0.92. In short, this
means that humans differ more on their sentence-
by-sentence judgment of valence than they differ
on the overall sentiment arc of the novel. Detrended
arcs are in fact an attempt to draw the shape of the
overall sentiment progress of a text, independently
from the “noise" of individual sentences’ ups-and-
downs. As such, they tend to be more linear, more
robust, and to elicit higher correlations between
models.

3.2 Automatic Annotation

All annotations were performed on a sentence-basis
(not considering context).3

3.2.1 Transformers
For the automatic annotation of the novel’s sen-
tences we used four SOTA Transformers: (i) Dis-
tilBERT base uncased, fine-tuned on SST2 (Sanh
et al., 2020), (ii) BERT base uncased, fine-tuned
on product reviews for SA (Peirsman, 2020), (iii)
roBERTa base, fine-tuned for SA on tweets (Barbi-
eri et al., 2020), (iv) roBERTa base, fine-tuned for
multilingual SA on tweets (Barbieri et al., 2022).4

3Sentences were tokenized using the nltk tokenize package:
https://www.nltk.org/api/nltk.tokenize.html

4We included the multilingual roBERTA to test this model
for future work on multilingual literary corpora.
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The first model returns two possible categories,
positive or negative; models 3 and 4 also have the
neutral category. Instead, model 2 returns five dif-
ferent categories, from 1, most negative, to 5, most
positive. It’s important to remember that unlike
dictionary-based models, Transformers’ output is
categorical in nature. To use their output for rep-
resenting continuous sentiment arcs, we have used
the confidence score of their labels as a proxy for
sentiment intensity. So if the model classifies a
sentences as positive with a confidence of, for ex-
ample, 0.89, we interpret it as a valence score on
the sentence of +0.89. If the model classifies a sen-
tences as negative with a confidence of 0.89, we
interpret it as a valence score on of the sentence
of -0.89. However, we couldn’t do the same for
the neutral category (or category 3 in system (iii)),
so we simply converted these cases to a score of
0. Naturally this may make the comparison less
fair for these models than for the models already
designed for a continuous scoring approach. On
the other hand, our quest is precisely to find out,
which model(s) approximate a human continuous
valence rating on literary texts.

3.2.2 Dictionary-based models
To compare against Transformers, we chose two
dictionary-based approaches: (i) the nltk imple-
mentation of VADER (Hutto and Gilbert, 2014),
arguably the most widespread dictionary-based
method for SA. (ii) Syuzhet (Jockers, 2014), a
widespread implementation, designed to model
literary arcs. The dictionary is extracted from
165,000 human coded sentences from contempo-
rary literary novels, developed in the Nebraska
Literary Lab (Jockers, 2015b). Both models
dictionary- and rule-based, and return continuous
scores ranging from -1 (negative) to +1 (positive).

3.3 Detrending sentiment arcs

A sentiment arc refers to a simple 1d representation
of sections of a literary work (e.g., the valence of
words, sentences or paragraphs). Because narra-
tives and derived arcs based on the valences are
inherently noisy and nonlinear, studies typically ap-
ply some technique for detrending or “smoothing"
arcs to reduce noise and extract the global narrative
trends - from a simple moving average window to
more complex noise reduction techniques (Chun,
2021; Jockers, 2015a; Bizzoni et al., 2021; Gao
et al., 2016). As wavelet approaches typically used
for noise reduction are not ideal for nonlinear se-

ries, Jianbo Gao et al. (2010) proposed an adaptive
filtering technique for nonlinear series. Studies
have demonstrated the usefulness of adaptive fil-
tering applied to sentiment arcs, especially in the
context of estimating dynamics of sentiment arcs
(Hu et al., 2020; Bizzoni et al., 2022b). Arcs are
based on the second polynomial fit (m=2).

4 Results

To evaluate the models we use the average of the an-
notators’ scores. In Table 1 we present the correla-
tions between each model and the human baseline.
We also add the correlations with two “ensemble"
approaches: the average of all SA models’ outputs,
and a select average of the outputs of only Roberta,
Roberta xlm and Syuzhet: the three best perform-
ing models.

Our results show that large pretrained Transform-
ers correlate with human judgments on the valence
of sentences better than the rule-based VADER
and Syuzhet. Thus, despite Transformer’s output
on each sentence being categorical, it appears that
their confidence scores can be successfully used as
proxies for valence intensity even on literary sen-
tences (see the Appendix for a detailed plot of raw
values). Still, it is notable that the dictionary-based
systems outperform half our Transformer popula-
tion. Interestingly, the correlation of each model
with each individual human is lower than the cor-
relation of each model with the average human
annotation (Table 1) - in other words, sentiment
seems to act almost as an objective measure, with
individual stochastic “errors" reduced through re-
peated annotation. If we observe the sentences
with the highest disagreement between (average)
human judgment and the best performing Trans-
former, Roberta XLM, we find that these sentences
tend to be short, where the model displays a neg-
ativity bias; while the sentences where the best
performing rule-based model, Syuzhet, is most re-
moved from the human evaluation appear to be
long sentences with complex semantic interplays,
for which it displays a positivity bias. Finally, the
sentences with most disagreement between the two
models are often sentences that were also difficult
for human annotators. In the Appendix we show a
small selection of such sentences (Table 4).

When detrending the series of valences, we find
that the picture changes: Syuzhet outperforms all
Tranformers (Table 1). It is possible that in the
case of Syuzhet, errors at the level of raw scores,
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DistilBert Bert Roberta Roberta_xlm Vader Syuzhet Average Select

Kendall τ 0.39 0.28 0.50 0.50 0.36 0.36 0.48 0.50
Spearman r 0.51 0.36 0.57 0.59 0.43 0.45 0.59 0.61
Pearson r 0.42 0.36 0.63 0.63 0.46 0.48 0.65 0.70

Pearson r, per annot. .41/.48 .35/.30 .59/.56 .59/.55 .45/.39 .46/.41 .62/.55 .66/.61

Kendall τ 0.62 0.49 0.75 0.73 0.41 0.84 0.83 0.84
Spearman r 0.80 0.68 0.90 0.89 0.57 0.96 0.96 0.96
Pearson r 0.80 0.71 0.90 0.85 0.68 0.96 0.96 0.96

Pearson r, per annot. .88/.71 .70/.69 .92/.85 .87/.81 .62/.70 .90/.97 .96/.93 .95/.93

Table 1: Top: correlations between raw annotations and the human mean values. The last row indicates the Pearson
correlation per method to each annotator individually. Bottom: Correlations between detrended annotations and the
human mean values. For all correlations, p-values < 0.01.

where humans set a negative and Syuzhet a positive
score (see Appendix, Fig. 4),5 are big enough to
impact the overall correlation with human anno-
tations, but are still few enough to be “cancelled"
out in detrending, so that dictionary-based arcs are
the closest to the human arc. The detrending essen-
tially flattens out raw scores, so that scores that are
proximate are more alike. In this sense, detrending
gives us a pictures of the annotation tendencies at
each point of the arc, and smoothens out scores that
diverge suddenly from the tendencies.

5 Analysis

Literary language is a challenge to SA due to its
subtlety and complexity. Narrative sentences can
be as complex as those of any other domain, yet
because literary texts aim for their readers to ex-
perience rather than just be informed, they seem
specially difficult to annotate. Looking at the hu-
man scores of The Old Man and the Sea, we found
that annotators used almost the whole range (1 to
10), going from 2 to 9. Though annotators were
instructed not to overthink the narrative to reduce
contextual scoring, this was not always easy. Hem-
ingway’s direct style partly facilitated annotation,
e.g.: (“Fish," he said, “I love you and respect you
very much"), but underlying complexity sometimes
sparked uncertainty and disagreement for human
annotators. Despite being negative agents in the
story, the sharks, for example, are still described
as “beautiful", and the protagonist is portrayed as
both “beat" and “undefeated". Several of the larger
inter-annotator disagreements were often due to the
presence of co-existing valences in the same sen-
tence. Several of such sentences elicited differing

5This may be due to systematic errors, such as the issue
with negations in Syuzhet.

judgments from the models as well: for example
the sentence “The old man hit him on the head for
kindness and kicked him, his body still shuddering,
under the shade of the stern" elicited scores of 6
and 2 from the annotators, -.97 from DistilBert and
+.46 from VADER (normalized values).

We have already observed that almost all mod-
els correlate less with individual annotators than
with the mean of the two annotators, an effect that
is magnified when we also compute the mean of
all the models’ scores: the average annotation of
all the models (after normalization) correlates with
the human judgments better or as well as the indi-
vidual models, both for the raw scores and for the
detrended arcs.

6 Discussion and Conclusions

For this case-study in comparing sentiment anno-
tation methods for literary analysis, we have com-
pared the correlations between human annotations
and several SA systems’ annotations of the sen-
tences of the novel The Old Man and the Sea.
While sentiment analysis is often tackled as a clas-
sification problem (with two or three categories at
most), we found this approach to be exceedingly
coarse-grained to verify the efficacy of SA models
on literary texts, and we preferred to model it as
a continuous scoring task. Most of the time hu-
man annotators would have been unable to fit a
sentence into a binary classification, and the most
interesting behaviours of the models happen when
looking at their ability to position a sentence on a
nuanced continuum. Naturally, it is now possible
to operate the opposite operation and convert the
continuous annotations into two or three categories,
to compare them directly with the Transformer’s
outputs.
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Figure 1: Arcs of The Old Man and the Sea based on various methods, with manual annotations of narrative events.
The added dashed line represents the mean value of human annotators.

DistilBert Bert Roberta Roberta_xlm Vader Syuzhet

Avg. difference 0.86 0.48 0.19 0.26 0.23 0.16
Std 0.22 0.32 0.22 0.26 0.24 0.15

Table 2: Mean difference and standard deviation between human and model valence.

We have observed interesting differences be-
tween Transformer- and dictionary-based methods.
Still, it should be noted that our analysis was per-
formed on one story only, even though the particu-
lar example of The Old Man and the Sea appears
particularly apt as case-study for Sentiment Anal-
ysis, considering its emotionally understating lit-
erary style. Despite being categorical in nature,
the largest Transformers of our collection proved
to hold strong correlations with human judgments
in the sentence-level annotation – higher than the
dictionary-based VADER and Syuzhet. When look-
ing at the detrended version of the arcs, the picture
is reversed: despite serious shortcomings of the tool
(Kim, 2022), detrended arcs made with the Syuzhet
package appear to be the most closely related to the
detrended version of human arcs (Fig. 1). In both
cases, the best results are achieved when using both
Transformer and dictionary-based systems, as they
appear to be at least partly complementary, and our
best model correlates with the mean human score
almost as much as humans correlated with each
other (Table 1). We have observed that average hu-
man judgments seem to be more aligned to models
than individual judgments, and average automatic
scores from different sources seem to work better
than the scores of any individual model. Moreover,

at the sentence level, while roBERTa correlated
with human judgments best, VADER and Syuzet
are closer to the human intensities: on average,
VADER and Syuzhet have a smaller mean distance
from human intensity (as does the roBERTa), and a
lower standard deviation (Table 2). 6 Beyond pro-
viding the best correlation with human judgments,
it’s possible that a compound approach, integrat-
ing the scores of two or more models, would be
greatly beneficial for something else: the detec-
tion of confounding or polarizing sentences, likely
to elicit opposite scores. Some of the sentences
with the largest difference between rule-based and
Transformer-based scores are beautifully complex
to judge for human readers alike, such as the sen-
tence that elicited the the highest disagreement be-
tween models: “I killed him in self-defense," the
old man said aloud. “And I killed him well."

Limitations

As sentiment annotation is a difficult task, this
study has attempted to make the process as ro-
bust as possible, and we have sought to make our

6We also observe that, when inspecting raw scores, Trans-
formers seem to be more “extreme" in their judgement than
human and dictionary-based models. See Appendix for a
visualization.
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procedure by various SA methods as transparent
as possible. Regardless, identifying sentiment in
text is always subjective and difficult to measure,
and may be subject to cultural understandings of
sentiment expression – which inevitably situates
our analysis in the Anglophone cultural context.
Moreover, it should be noted that our annotators
were academics, and though their annotation may
reflect their knowledge of literary devices and lan-
guage, it also reflects the cultural understandings of
a particular class. As a case-study moving towards
a comparison and better understanding of senti-
ment analysis methods, it should also be noted that
the analysis limits itself to one, and a particularly
canonic, Anglophone literary novel. We trust that
any interpretation of our findings will have these
limitations in mind.
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Figure 2: Arc of The Old Man and the Sea based on annotator (n=2) values. The dashed line represents the mean
value of annotators.

DistilBert Bert Roberta Roberta_xlm Vader Syuzhet

Raw 0.13 0.11 0.39 0.33 0.15 -1.03
Detrended 0.34 -0.38 0.43 -0.11 0.23 0.91

Table 3: R2 scores for time series compared to the human mean values.

Figure 3: Kernel density plots visualize the distributions of values (0 or neutral being the most common). Note
that value ranges differ: the BERT model, for example, assigns valence on a 5-point scale, while human annotators
could assign any (round) value between 0 and 10.
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Figure 4: Arc of the last 50 sentences of The Old Man and the Sea with on transformer and dictionary-based
annotation. The added dashed line represents the mean value of human annotators. Note that sentences like [5]: “I
am not lucky" and [10] “I do not care" are systematically misjudged as positive in the Syuzhet annotation despite
the negations.

Sentence Roberta_xlm Syuzhet Human

They were immune to its poison -.87 -.05 .3
Perhaps he is too wise to jump -.68 -.14 .3

"I wish the boy was here," he said aloud and settled himself against
the rounded planks of the bow and felt the strength of the great
fish through the line he held across his shoulders moving steadily
toward whatever he had chosen.

.42 .63 -.1

There is no one worthy of eating him from the manner of his behaviour
and his great dignity.

-.92 .2 -.1

The old man’s head was clear and good now and he was full of
resolution but he had little hope

-.85 .15 -.2

Table 4: Examples of sentences with the largest disagreement between machine and (normalized) human score
for Roberta XLM (upper rows of the table) and Syuzhet (central rows the table). Roberta XLM is most off track
for short, relatively ambiguous sentences; Syuzhet appears to disagree more with long and complex sentences.
Examples of sentences that instead elicit a large disagreement between the two models are in the lower rows the
table. These sentences are often also complex for human annotators to judge.

Sentence DistilBert Bert Roberta Roberta_xlm Vader Syuzhet Human

Then he felt the gentle touch on the line and he
was happy.

0.9998 4.42 0.94 0.68 0.76 0.42 6.5

Blessed art thou among women and blessed is the
fruit of thy womb, Jesus.

0.9982 5.91 0.84 0.86 0.83 0.45 6.5

"Tomorrow is going to be a good day with this
current," he said.

0.9991 4.37 0.98 0.89 0.44 0.19 6.5

Bed will be a great thing. 0.9996 5.59 0.95 0.91 0.62 0.14 7.5
But he was such a calm, strong fish and he seemed
so fearless and so confident.

0.9997 5.38 0.85 0.75 0.95 0.72 8.0

The boy had given him two fresh small tunas, or
albacores, which hung on the two deepest lines
like plummets and, on the others, he had a big
blue runner and a yellow jack that had been used
before; but they were in good condition still and
had the excellent sardines to give them scent and
attractiveness.

0.9972 4.5 0.8 0.45 0.94 1.0 7.0

Table 5: To give a short overview of the models’ comparative performance, we present the sentences that elicited
the highest score for each model.
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