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Abstract 

Machine Translation (MT) has taken off 

dramatically in recent years due to the 

advent of Deep Learning methods and 

Neural Machine Translation (NMT) has 

enhanced the quality of automatic 

translation significantly.  While most work 

has covered the automatic translation of 

technical, legal and medical texts, the 

application of MT to literary texts and the 

human role in this process have been 

underexplored. In an effort to bridge the 

gap of this under-researched area, this 

paper presents the results of a study which 

seeks to evaluate the performance of three 

MT systems applied to two different 

literary genres, two novels (1984 by 

George Orwell and Pride and Prejudice by 

Jane Austen) and two poems (I Felt a 

Funeral in my Brain by Emily Dickinson 

and Siren Song by Margaret Atwood) 

representing different literary periods and 

timelines. The evaluation was conducted 

by way of the automatic evaluation metric 

BLEU to objectively assess the 

performance that the MT system shows on 

each genre. The limitations of this study are 

also outlined. 

1 Rationale 

Recent advances in Artificial Intelligence and 

MT have brought a new perspective to the 

ongoing discussion on the automatic translation 

of literary texts among academics. More 

specifically, the significantly improved 

performance of Neural Machine Translation has 

triggered a debate among translation 

professionals about the future role of the 

translators.  

It has been demonstrated that MT delivers 

better results when applied to scientific and 

technical texts which lack ambiguity and provide 

a precise message (Moorkens et al., 2018). On the 

other hand, literary texts are rich in rhetorical 

devices, ambiguity, and precise a certain level of 

creativity, becoming a great challenge for the MT 

to face when translating this type of texts (Toral, 

2018), and as a result producing more literal 

translations which do not convey the essential 

meaning of the texts (Moorkens et al., 2018). 

Nevertheless, the research on how feasible MT 

for literary texts is or on the development of new 

techniques to improve the quality of literary MT, 

has been insufficient. The related work has 

centred on determining the main factors of the use 

of MT as well as identifying the cognitive effects 

on the human translator when applying to its 

workflow. These studies have proven that MT is 

both useful and powerful tool used in the 

translation process and can enhance the 

productivity of the human translator (Toral and 

Way, 2015a; Guerberof and Toral, 2020).  

This study has been motivated by the recent 

advances of NMT and by the fact that the topic of 

the application of MT to literary texts has been 

underexplored. In particular, this study seeks for 

the first time to:  

• identify whether MT 

performance is influenced by the genre 

and the time period of the literary texts. If 

so, how and to what extent do these 

aspects impact the MT performance. 

 

• compare the performance of 

three recent NMT systems on literary 

texts. 

The rest of the paper is structured as follows. 

Section 2 discusses related work. Section 3 details 

the methodology used by outlining the data used 
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and the experiments conducted. Section 4 reports 

the evaluation results and provides a brief 

discussion of the obtained results. Section 5 lists 

the limitation of this study and finally Section 6 

presents the conclusions. 

2 Related Work 

Most related work has focused on the 

feasibility of MT applied to scientific texts. With 

regard to literary MT, the studies have been 

focused on the narrative genre and the cognitive 

efforts of the human translator when MT is 

applied to the translation workflow.  

It has been proven that the use of MT in 

scientific and technical texts have enhanced the 

human translators’ productivity (Toral and Way, 

2014). Since literary texts exhibit more ambiguity 

and use literary devices to infer its meaning, the 

widespread view is that MT cannot cope with this 

type of text (Bellos, 2012 in Toral and Way, 

2015a; Kelly and Zetzsche, 2012). Nevertheless, 

there are researchers who consider possible the 

use of MT for translating literary texts 

successfully (Salimi, 2014, Toral and Way, 

2015a; Toral and Way, 2018; Matusov, 2019).  

Genzel et al. (2010) studied the Machine 

Translation of a poem, considering its metric, 

length, and rhythm. The results showed that the 

format could be preserved, but it could not obtain 

the same quality nor preserve the meaning.  

Voigt and Jurafsky (2012) focused on the 

referential cohesion in literary and non-literary 

texts and their outputs when processed by MT. 

They concluded that although literary texts had 

more cohesive references than non-literary texts 

and although MT was able to cope with them, the 

referential cohesion is a key factor for good MT 

performance. Richardson (2012) employed 

Microsoft Translator Hub in the translation 

process of a church to cater for the demand of 

translation into several languages, creating 

corpora and glossaries and resulting in a higher 

productivity.  

Toral and Way (2015a) reported the results of 

a study on the applicability of MT to literary text 

taking into account how related are the languages 

involved (French, English and Italian; Spanish 

and Catalan). They proposed to fine-tune the MT 

systems to the different types of literary texts 

regarding their characteristics such as cohesion, 

literary devices, dialogue, etc. They experimented 

(Toral and Way; 2018) with an NMT system 

customised to translate distant languages such as 

English and Catalan and compared the results 

with the previous translations by an SMT system. 

They drew their study on previous research (Toral 

and Way (2015b)) where factors such as 

limitation and freedom of translation were taken 

into consideration.  

Moorkens et al. (2018) studied the perception 

of literary MT (based on both SMT and NMT) by 

human translators. Six professional translators 

were asked to translate from English to Catalan in 

three different modes: translating from scratch, 

post-editing NMT output and post-editing SMT 

output. It was shown that human translators 

preferred translating from scratch literary texts, 

but considered useful the suggestions offered by 

the MT systems. In line with this work, Toral and 

Way (2018) also proposed to incorporate 

automatic systems to the translation workflow to 

help the human translator improve their 

productivity.  

Matusov (2019) examined the challenges that 

NMT faced when applied to literary texts with 

English and Russian as language pair and reported 

better performance after fine-tuning the MT 

systems to this particular language pair. In 

another study, Kuzman et al. (2019) applied NMT 

to Slovenian literary texts with the results 

showing increase in the productivity.  

Omar and Gomaa (2020) identified the 

challenges MT systems face when translating 

literary texts; they concluded the most typical 

mistakes are pragmatic, structural and lexical. 

Guerberof and Toral (2020) analysed the impact 

of post-editing and MT on creativity and 

literature, as well as the perceptions of 

professional translators on this issue. Kenny and 

Winters (2020) studied how MT used in the 

translation process affects the translator’s voice. 

Finally, Fonteyne et al. (2020) evaluated the 

recent improvements of NMT systems when 

applied to literary texts aiming to produce 

coherent translation at a textual level.  
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Among the most recent work is that from Ruffo 

(2022) who questions the lack of inclusion of 

literary translators in the discussion on 

technological advances of the automatic translation 

tools. A survey was conducted to identify the 

perception of technology applied to translation by 

professional translators. Although professional 

translators are not reluctant to technology, the 

negative views mostly had to do with the use and 

development of translation tools applied to 

literature. 

3 Methodology: Data and experiment 

Four texts from different literary genres were 

selected to establish their impact on the quality of 

MT; this study also sought to determine if the time 

period of the literary texts could influence the 

performance of MT. From the prose genre, two 

novels were chosen: Pride and Prejudice by Jane 

Austen, and 1984 by George Orwell; the poetry 

was represented by the following two poems: I 

Felt a Funeral in my Brain by Emily Dickinson, 

and Siren Song by Margaret Atwood. See Table 1 

for more details. Three 3 popular NMT systems 

were experimented with: DeepL, Systran and 

Yandex. 

 LITERARY 
GENRE 

ORIGINAL 
TEXT 

TRANSLATIONS 

Narrative Pride and 
Prejudice (Jane 
Austen, 1813) 

Orgullo y prejuicio 
(José Jordán de Urríes 
y Azara, 1924) 
Orgullo y prejuicio 
(Marta Salís, 2014) 

Narrative 1984 (George 
Orwell, 1949) 

1984 (Miguel 
Temprano García, 
2013) 
1984 (Rafael Vázquez 
Zamora, s.f.) 

Lyric I Felt a Funeral 
in my Brain 
(Emily 
Dickinson, 
1858-1859) 

Sentí un Funeral, en 
mi Cerebro (Álvaro 
Torres Ruiz, s.f.) 
Sentí un Funeral, en el 
Cerebro (Marta 
Rosillo Moya, 2021) 

Lyric Siren Song 
(Margaret 
Atwood, 1974) 

La canción de la 
sirena (Raquel Rivas 
Rojas, s.f.) 
El canto de la sirena 
(Andrés Catalán, 
2013). 

 

 

In order to objectively assess the quality of MT 

performance, we implemented the BLEU score 

metric (Papineni et al., 2002).  

To this end, we chose two human translations 

from different time periods for each selected text. 

The BLEU metric system was set up both at 

sentence level with sentence_bleu() function and 

at corpus level with corpus_bleu() function 

contained in the NLTK (Natural Language 

Toolkit) library, as well as a cumulative score is 

obtained by assigning a cumulative weighting of 

4-grams.  

In addition to the BLEU score, the most 

significant linguistic features of each text were 

described, and the approaches taken by both the 

machine translation and the human translation 

were compared and correlated with the BLEU 

score.  

4 Results and discussion 

The evaluation results calculated by BLEU 

suggested that the lowest (0.3 out of 100) and 

highest (39.79 out of 100) quality scores were 

both achieved by Systran. However, reviewing 

the questions put forward in the Section 1 of this 

paper, it is safe to consider the following results.  

The MT system which achieved best 

performance out of the three was DeepL, 

estimating the average BLEU score for the four 

texts. Overall, DeepL system was capable of 

producing a translation similar to the human 

translation with a higher consistency and quality 

as compared with the other systems. Although 

Systran and Yandex made the same type of 

mistakes, Yandex was more consistent and closer 

to DeepL (see Table 2).  

 DEEPL SYSTRAN YANDEX 

Average 

score for 

narrative 

genre 

21.98 7.51 22.76 

Average 

score for 

lyric genre 

30.14 26.95 26.21 

Global 

average 

score 

26.06 17.23 24.48 

 

 

Table 1. Texts selected for the study. 

Table 2. Global and Individual Average Score for each MT 

system 
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As for the performance of MT systems on 

literary genres, a higher score was achieved on 

poetry as opposed to prose. Systran obtained the 

lowest score for George Orwell’s novel resulting 

in the decrease of the global average score for the 

prose. On the other hand, Margaret Atwood’s 

poem emerged as the work with the best MT 

output, followed by George Orwell’s novel.  

Therefore, according to BLEU score, MT fared 

much better on poetry than prose when compared 

to a human translation. See Table 3. 

 

 

 

Finally, all three MT systems delivered a low-

quality output on the older classical works (those 

by Jane Austen and Emily Dickinson) as see in 

Table 4:  

 

 

In summary, the MT systems were able to 

perform better on modern literature which is 

expected to have a less complex style. We 

conjecture that another reason for that is because 

NMT systems are usually trained on more 

contemporary data. 

5 Limitations 

It should be noted that the results and 

conclusions should not be taken fully 

representative due to the following limitations of 

this study:  

• Data size 

This type of study ideally requires 

larger datasets, or a large corpus in order 

to be significantly and sufficiently 

representative for the data obtained. In 

this study, only four texts have been used, 

two of them are extracts of a larger work, 

so the results cannot be generalised.  

Furthermore, the BLEU metric requires a 

large number of references in order for 

the scores to be as accurate and objective 

as possible. If not, there is a risk of 

obtaining not-so-accurate scores, since 

the algorithm is based on the comparison 

of MT and HT options.  

 

• BLEU limitations  

In addition to the shortcoming 

mentioned in the previous paragraph 

regarding the number of references 

needed, it should be noted that this metric 

has its own shortcomings if not properly 

implemented. The algorithm does not 

consider the meaning of the sentence or 

the language variations as it regards 

sentences as strings. In other words, the 

system could compare the MT with the 

HT that may not be fully accurate or may 

contain mistakes as well. It may be the 

case for a good MT system to obtain a 

low score if it has been compared to a 

poor HT. Despite these shortcomings and 

limitations, BLEU is still one of the most 

widely used MT metrics.  

 

• Corpus representativeness 

The representativeness of a corpus is as 

important as the size of the sample. In this 

study the literary sources were selected 

on the basis of their genre and availability 

online. For a more thorough study, it will 

be appropriate to choose a larger number 

of texts with a greater range of linguistics 

features in order to study to what extent 

the MT system can cope with these 

translations. 

6 Conclusion 

The aim of this study is to analyse the 

performance of the MT systems selected for 

 DeepL Systran Yandex 

AVERAGE 

SCORE 
(Classical 
literature) 

15.07 14.55 15.25 

AVERAGE 

SCORE 
(Contemporary 
literature) 

37.05 19.91 33.72 

WORK 1984 Pride and 

Prejudice 

I Felt a 

Funeral, 

in my 

Brain 

Siren 

Song 

AVERAGE 

SCORE (for 
3 MT 
systems) 

22.08 19.13 17.16 38.37 

Table 3. Average score for each text following the results 

of the 3 MT systems. 

Table 4. Average score according to the temporary nature 

of the works. 
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different literary genres due to the lack of 

literature that addresses this issue. It was sought 

to assess the feasibility of MT to literary texts to 

and revisit the generally pessimistic widespread 

perception questioning the use of MT within the 

workflow of the literary translator.  

To this end, three NMT systems (DeepL, 

Systran and Yandex) were selected to assess the 

performance and quality when translating prose 

and poetry from different time periods. The 

results suggest that the best performing system on 

these texts according to our experiments was 

DeepL. This NMT system produces more 

coherent and similar texts to those produced by 

humans. In addition, the obtained BLEU scores 

show that: a) MT fares better on poetry and does 

not do so well on prose b) MT delivers better 

results on modern contemporary texts and does 

not do so well on older classic texts.  

However, it is essential to acknowledge the 

limitations of this study as outlined in the previous 

section. In future studies, it will be preferrable to 

use larger and more representative data in the 

experiments. The BLEU evaluation metric could 

be compared and correlated with other metrics 

such as TER (Translation Error Rate) and WER 

(Word Error Rate) to. 
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