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Abstract

Reinforcement learning from human feedback
(RLHF) utilizes human feedback to better align
large language models with human preferences
via online optimization against a learned re-
ward model. Current RLHF paradigms rely on
Proximal Policy Optimization (PPO), which
quickly becomes a challenge to implement and
scale up to large architectures. To address this
difficulty we created the trlX library (Havrilla
et al., 2023) as a feature-complete open-source
framework for RLHF fine-tuning of models up
to and exceeding 70 billion parameters. We
implemented support for multiple types of dis-
tributed training including distributed data par-
allel, model sharded, as well as tensor, sequen-
tial, and pipeline parallelism.
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