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v



Thursday, May 26, 2022 (continued)

nanoT5: Fast & Simple Pre-training and Fine-tuning of T5 Models with Limited
Resources
Piotr Nawrot

AWARE-TEXT: An Android Package for Mobile Phone Based Text Collection and
On-Device Processing
Salvatore Giorgi, Garrick Sherman, Douglas Bellew, Sharath Chandra Guntuku,
Lyle Ungar and Brenda Curtis

SOTASTREAM: A Streaming Approach to Machine Translation Training
Matt Post, Thamme Gowda, Roman Grundkiewicz, Huda Khayrallah, Rohit Jain
and Marcin Junczys-Dowmunt

An Open-source Web-based Application for Development of Resources and Te-
chnologies in Underresourced Languages
Siddharth Singh, Shyam Ratan, Neerav Mathur and Ritesh Kumar

Rumour Detection in the Wild: A Browser Extension for Twitter
Andrej Jovanovic and Björn Ross

12:15 - 13:45 Lunch Break

13:45 - 14:45 Invited Talk 2

trlX: A Framework for Large Scale Open Source RLHF
Louis Castricato

14:45 - 15:15 Lightning Session 2

15:15 - 15:30 Coffee Break

15:30 - 16:15 Poster Session 2

GPT4All: An Ecosystem of Open Source Compressed Language Models
Yuvanesh Anand, Zach Nussbaum, Adam Treat, Aaron Miller, Richard Guo, Be-
njamin M Schmidt, Brandon Duderstadt and Andriy Mulyar

DeepZensols: A Deep Learning Natural Language Processing Framework for
Experimentation and Reproducibility
Paul Landes, Barbara Di Eugenio and Cornelia Caragea

vi



Thursday, May 26, 2022 (continued)

Improving NER Research Workflows with SeqScore
Constantine Lignos, Maya Kruse and Andrew Rueda

torchdistill Meets Hugging Face Libraries for Reproducible, Coding-Free Deep
Learning Studies: A Case Study on NLP
Yoshitomo Matsubara

Using Captum to Explain Generative Language Models
Vivek Miglani, Aobo Yang, Aram H. Markosyan, Diego Garcia-Olano and Narine
Kokhlikyan

nerblackbox: A High-level Library for Named Entity Recognition in Python
Felix Stollenwerk

News Signals: An NLP Library for Text and Time Series
Chris Hokamp, Demian Gholipour Ghalandari and Parsa Ghaffari

PyTAIL: An Open Source Tool for Interactive and Incremental Learning of NLP
Models with Human in the Loop for Online Data
Shubhanshu Mishra and Jana Diesner

GPTCache: An Open-Source Semantic Cache for LLM Applications Enabling
Faster Answers and Cost Savings
Fu Bang

The Vault: A Comprehensive Multilingual Dataset for Advancing Code Under-
standing and Generation
Dung Nguyen Manh, Nam Le Hai, Anh T. V. Dau, Anh Minh Nguyen, Khanh
Nghiem, Jin Guo and Nghi D. Q. Bui

16:15 - 17:15 Invited Talk 3

Towards Explainable and Accessible AI
Brandon Duderstadt and Yuvanesh Anand

vii



Wednesday, December 6, 2023

09:00 - 09:15 Opening Remarks

17:15 - 17:30 Closing Remarks

viii



Proceedings of the 3rd Workshop for Natural Language Processing Open Source Software (NLP-OSS 2023), pages 1–7
December 6, 2023 ©2023 Association for Computational Linguistics

calamanCy: A Tagalog Natural Language Processing Toolkit

Lester James V. Miranda
ExplosionAI GmbH
lj@explosion.ai

Abstract

We introduce calamanCy, an open-source
toolkit for constructing natural language pro-
cessing (NLP) pipelines for Tagalog. It is built
on top of spaCy, enabling easy experimenta-
tion and integration with other frameworks.
calamanCy addresses the development gap by
providing a consistent API for building NLP
applications and offering general-purpose mul-
titask models with out-of-the-box support for
dependency parsing, parts-of-speech (POS)
tagging, and named entity recognition (NER).
calamanCy aims to accelerate the progress of
Tagalog NLP by consolidating disjointed re-
sources in a unified framework. The cala-
manCy toolkit is available on GitHub: https:
//github.com/ljvmiranda921/calamanCy.

1 Introduction

Tagalog is a low-resource language from the Aus-
tronesian family, with over 28 million speakers in
the Philippines (Lewis, 2009). Despite its speaker
population, few resources exist for the language
(Cruz and Cheng, 2022). For example, Univer-
sal Dependencies (UD) treebanks for Tagalog are
tiny (� 20k words) (Samson, 2018; Aquino and
de Leon, 2020), while domain-specific corpora are
sparse (Cabasag et al., 2019; Livelo and Cheng,
2018). In addition, Tagalog language models (LMs)
(Cruz and Cheng, 2022; Jiang et al., 2021) are few,
while most multilingual LMs (Conneau et al., 2020;
Devlin et al., 2019) underrepresent the language
(Lauscher et al., 2020). Thus, consolidating these
disjointed resources in a coherent framework is still
an open problem. The lack of such framework ham-
pers model development, experimental workflows,
and the overall advancement of Tagalog NLP.

To address this problem, we introduce cala-
manCy,1 an open-source toolkit for Tagalog NLP.
It is built on top of spaCy (Honnibal et al., 2020)

1“calamanCy” derives its name from kalamansi, a citrus
fruit native to the Philippines.

and offers end-to-end pipelines for NLP tasks such
as dependency parsing, parts-of-speech (POS) tag-
ging, and named entity recognition (NER). cala-
manCy also provides general-purpose pipelines
in three different sizes to fit any performance or
accuracy requirements. This work has two main
contributions: (1) an open-source toolkit with out-
of-the box support for common NLP tasks, and
(2) comprehensive evaluations on several Tagalog
benchmarks.

2 Related Work

Open-source toolkits for NLP There has been
a growing body of work in the development of
NLP toolkits in recent years. For example, DaCy
(Enevoldsen et al., 2021) and HuSpaCy (Orosz
et al., 2022) serve the language-specific needs of
Danish and Hungarian respectively. In addition,
scispaCy (Neumann et al., 2019) and medspaCy
(Eyre et al., 2021) were built to focus on scientific
text. These tools employ spaCy (Honnibal et al.,
2020), an industrial-strength open-source software
for natural language processing. Using spaCy as
a foundation is optimal, given its popularity and
integration with other frameworks such as Hugging-
Face transformers (Wolf et al., 2020). However, no
tool has existed for Tagalog until now. We aim to
fill this development gap and serve the needs of the
Tagalog language community through calamanCy.

Evaluations on Tagalog NLP Tasks Structured
evaluations for core NLP tasks, such as dependency
parsing, POS tagging, and NER, are meager. How-
ever, we have access to a reasonable amount of
data to conduct comprehensive benchmarks. For
example, TLUnified (Cruz and Cheng, 2022) is
a pretraining corpus that combines news reports
(Cruz et al., 2020), a preprocessed version of Com-
monCrawl (Suarez et al., 2019), and several other
datasets. However, it was evaluated on domain-
specific corpora that may not easily transfer to more

1
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Entity Description Examples

Person
(PER)

Person entities limited to humans. It may be a single indi-
vidual or group.

Juan de la Cruz, Jose
Rizal, Quijano de Manila

Organization
(ORG)

Organization entities limited to corporations, agencies,
and other groups of people defined by an organizational
structure.

Meralco, DPWH, United
Nations

Location
(LOC)

Location entities are geographical regions, areas, and
landmasses. Geo-political entities are also included within
this group.

Pilipinas, Manila, CAL-
ABARZON, Ilog Pasig

Table 1: Entity types used for annotating TLUnified-NER (derived from the TLUnified pretraining corpus of
Cruz and Cheng, 2022).

general tasks. In addition, Tagalog has two Uni-
versal Dependencies (UD) treebanks, Tagalog Ref-
erence Grammar (TRG) (Samson, 2018) and Ug-
nayan (Aquino and de Leon, 2020), both with POS
tags and relational structures for parsing grammar.
This paper will fill the evaluation gap by providing
structured benchmarks on these core tasks.

3 Implementation

The best way to use calamanCy is through its
trained pipelines. After installing the library, users
can access the models in a few lines of code:

import calamancy as cl
nlp = cl.load("tl_calamancy_md-0.1.0")
doc = nlp("Ako si Juan de la Cruz.")

Here, the variable nlp is a spaCy processing
pipeline2 that contains trained components for POS
tagging, dependency parsing, and NER. Applying
this pipeline to a text will produce a Doc object
with various linguistic features. calamanCy offers
three pipelines of varying capacity: two static word
vector-based models (md, lg), and one transformer-
based model (trf). We will discuss how we devel-
oped these pipelines in the following section.

3.1 Pipeline development

Data annotation for NER There is no gold-
standard corpus for NER, so we built one. To
construct the NER corpus, we curated a portion
of TLUnified (Cruz and Cheng, 2022) to contain
Tagalog news articles. Including the author, we
recruited two more annotators with at least a bache-
lor’s degree and whose native language is Tagalog.
The three annotators labeled for four months, given
three entity types as seen in Table 1. We chose the

2https://spacy.io/usage/processing-pipelines

Dataset Examples PER ORG LOC

Training 6252 6418 3121 3296
Development 782 793 392 409
Test 782 818 423 438

Table 2: Dataset statistics for TLUnified-NER.

entity types to resemble ConLL (Tjong Kim Sang,
2002; Tjong Kim Sang and De Meulder, 2003), a
standard NER benchmark. We excluded the MISC
label to reduce uncertainty and confusion when
labeling. Then, we measured inter-annotator agree-
ment (IAA) by taking the pairwise Cohen’s κ on all
tokens and then averaged them for all three pairs.
This process resulted in a Cohen’s κ score of 0.81.
To avoid confusion with the original TLUnified
pretraining corpora, we will refer to this annotated
NER dataset as TLUnified-NER. The final dataset
statistics can be found in Table 2. For the depen-
dency parser and POS tagger, we merged the TRG
(Samson, 2018) and Ugnayan (Aquino and de Leon,
2020) treebanks to leverage their small yet relevant
examples.

Model training We considered three design di-
mensions when training the calamanCy pipelines:
(1) the presence of pretraining, (2) the word rep-
resentation, and its (3) size or dimension. Model
pretraining involves learning vectors from raw text
to inform model initialization. Here, the pretraining
objective asks the model to predict some number of
leading and trailing UTF-8 bytes for the words—a
variant of the cloze task (Devlin et al., 2019). A
model’s word representation may involve training
static word embeddings using floret,3 an efficient
version of fastText (Bojanowski et al., 2017), or

3https://github.com/explosion/floret

2
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Pipeline Pretraining objective Word embeddings Dimensions

Medium-
sized pipeline
(tl_calamancy_md)

Predict some number of
leading and trailing UTF-
8 bytes for the words.

Uses floret vectors
trained on the TLUnified
corpora.

50k unique vectors (200
dimensions), Size: 77
MB

Large-sized
pipeline
(tl_calamancy_lg)

Same pretraining objec-
tive as the medium-sized
pipeline.

Uses fastText vectors
trained on Common-
Crawl corpora.

714k unique vectors
(300 dimensions), Size:
455 MB

Transformer-
based pipeline
(tl_calamancy_trf)

No separate pretraining
because there’s no token-
to-vector component.

Context-sensitive vec-
tors from a transformer
network.

Uses roberta-tagalog-
base. Size: 813 MB

Table 3: Language pipelines available in calamanCy (v0.1.0). The pretraining method for the word-vector models
is a variant of the cloze task. All pipelines have a tagger, parser, morphologizer, and ner spaCy component.

Dataset Task / Labels Description

Hatespeech (Cabasag
et al., 2019)

Binary text classification
(hate speech, not hate
speech)

Contains 10k tweets collected during the 2016
Philippine Presidential Elections labeled as
hate speech or non-hate speech.

Dengue (Livelo and
Cheng, 2018)

Multilabel text classifi-
cation (absent, dengue,
health, sick, mosquito)

Contains 4k dengue-related tweets collected
for a health infoveillance application that clas-
sifies text into dengue subtopics.

TLUnified-NER (Cruz
and Cheng, 2022)

Named entity recognition
(Person, Organization,
Location)

A held-out test split from the annotated TLUni-
fied corpora containing news reports and other
articles. See Table 2.

Merged UD (Sam-
son, 2018; Aquino and
de Leon, 2020)

Dependency parsing and
POS tagging

Merged version of the Ugnayan and TRG
treebanks from the Universal Dependencies
framework.

Table 4: Datasets for benchmarking calamanCy.

using context-sensitive vectors from a transformer
(Vaswani et al., 2017). Finally, a model’s dimen-
sion is our way to tune the tradeoff between perfor-
mance and accuracy.

The general process involves pretraining a fil-
tered version of TLUnified, constructing static
word embeddings if necessary, and training the
downstream components. We used TLUnified-
NER to train the NER component, and then trained
the dependency parser and POS tagger using the
combined treebanks. Ultimately, we devised three
language pipelines as seen in Table 3.

4 Evaluation

Architectures We used spaCy’s built-in archi-
tectures for each component in the calamanCy
pipeline. The token-to-vector layer uses the multi-
hash embedding trick (Miranda et al., 2022) to
reduce the representation size. For the parser and
named entity recognizer, we used a transition-based

parser that maps text representations into a series
of state transitions. As for the text categorizer, we
utilized an ensemble of a bag-of-words model and
a feed-forward network.

Experimental set-up We assessed the cala-
manCy pipelines on various Tagalog benchmarks
as detailed in Table 4. We also tested on text cat-
egorization, an unseen task, for robustness. For
NER evaluation, we used a held-out test split from
TLUnified-NER. We measured their performance
across five trials and then reported the average and
standard deviation. For treebank-related bench-
marks (POS tagging and dependency parsing), we
followed UD’s data split guidelines (Nivre et al.,
2022) and performed 10-fold cross-validation to
compensate for the size of the corpora (� 20k to-
kens).

We also tested a cross-lingual transfer learning
approach, i.e., finetuning a model from a source
language closely related to Tagalog. According to

3



Text categorization NER Dep. pars. & POS tag.
Model Hatespeech

(binary)
Dengue
(multilabel)

TLUnified-
NER

Merged UD,
UAS / LAS

Merged UD,
POS Acc.

Monolingual (Ours)
tl_calamancy_md 74.40±0.05 65.32±0.04 87.67±0.03 76.47 / 54.40 96.70
tl_calamancy_lg 75.62±0.02 68.42±0.01 88.90±0.01 82.13 / 70.32 97.20
tl_calamancy_trf 78.25±0.06 72.45±0.02 90.34±0.02 92.48 / 80.90 97.80

Cross-lingual transfer
uk_core_news_trf 75.24±0.03 65.57±0.01 51.11±0.02 54.77 / 37.68 82.86
ro_core_news_lg 69.01±0.01 59.10±0.01 02.01±0.00 84.65 / 65.30 82.80
ca_core_news_trf 70.01±0.02 59.42±0.03 14.58±0.02 91.17 / 79.30 83.09

Multilingual finetuning
xlm-roberta-base 77.57±0.01 67.20±0.01 88.03±0.03 88.34 / 76.07 94.29
bert-base-multilingual 76.40±0.02 71.07±0.04 87.40±0.02 90.79 / 78.52 95.30

Table 5: Benchmark evaluation scores for monolingual, cross-lingual, and multilingual pipelines across a variety
of tasks and datasets. We evaluated the text categorization and NER tasks across five trials, and then conducted
10-fold cross-validation for dependency parsing. F1-scores are reported on the text categorization and NER tasks.

Aquino and de Leon (2020), the closest languages
to Tagalog are Indonesian (id), Ukrainian (uk), Viet-
namese (vi), Romanian (ro), and Catalan (ca). They
obtained these results via a distance metric (Agić,
2017) based on the World Atlas for Language Struc-
tures (Haspelmath et al., 2005). However, only uk,
ro, and ca have equivalent spaCy pipelines, so we
only compared against those three. Finally, we also
compared against multilingual language models
by finetuning on XLM RoBERTa (Conneau et al.,
2020) and an uncased version of multilingual BERT
(Devlin et al., 2019). These LMs contain Tagalog
in their training pool and are common alternatives
for building Tagalog NLP applications.

5 Discussion

Table 5 shows the F1-scores for the text categoriza-
tion and NER tasks, the unlabeled (UAS) and la-
beled attachment scores (LAS) for the dependency
parsing task, and the tag accuracy for POS tagging.

The calamanCy pipelines are competitive across
all core NLP tasks while maintaining a smaller
compute footprint. As shown in the text catego-
rization and NER results, users with low compute
budgets can attain similar performance to multilin-
gual LMs by using medium- or large-sized cala-
manCy models. The transformer-based calamanCy
pipeline is the best option for users who priori-
tize accuracy. However, we were surprised that
most alternative approaches perform better in de-
pendency parsing. We attribute this performance

to the added strength of multilingual and cross-
lingual information, which we don’t have when
training solely on a smaller treebank. We plan to
improve dependency parsing performance by build-
ing a larger treebank within the Universal Depen-
dencies framework. For practical applications, we
recommend users to start with a medium- or large-
sized calamanCy model before trying out GPU-
intensive pipelines. Only then can they switch to a
transformer-based pipeline to get accuracy gains.

6 Conclusion

In this paper, we introduced calamanCy, a natu-
ral language processing toolkit for Tagalog. Our
work has two main contributions: (1) an open-
source toolkit containing general-purpose multitask
pipelines with out-of-the-box support for common
NLP tasks, and (2) comprehensive benchmarks
that compare against alternative approaches, such
as cross-lingual or multilingual finetuning. We
hope that calamanCy is a step forward to improv-
ing the state of Tagalog NLP. As a low-resource
language, consolidating resources into a unified
framework is crucial to advance research and im-
prove collaboration. In the future, we plan to create
a more fine-grained NER benchmark corpus and
extend calamanCy to natural language understand-
ing (NLU) tasks. Finally, the project is hosted on
GitHub (https://github.com/ljvmiranda921/
calamanCy) and we are happy to receive commu-
nity feedback and contributions.
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Limitations

The TLUnified-NER corpus utilized for training the
NER component of calamanCy comprises of new
articles from early 2000s to the present. In addition
the Universal Dependencies (UD) corpora for the
POS tagger and dependency parser components
are relatively modest in size, containing fewer than
10k tokens. Hence, the performance for these tasks
during test-time could potentially be constrained
by these factors.

Finally, reproducing the transformer pipelines
may require a T4 or V100 GPU. The biggest bottle-
neck for reproduction is pretraining on the whole
TLUnified corpus. In a 64vCPU machine with
256GB of RAM, the pretraining process can take
three full days for 20 epochs.
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A Appendix

A.1 Reproducibility
All the experiments and models in this pa-
per are available publicly. Readers can head
over to https://github.com/ljvmiranda921/
calamanCy for all related software. Note that the
XLM-RoBERTa and multilingual BERT experi-
ments may at least require a T4 or V100 GPU.

To reproduce the calamanCy models, head
over to models/v0.1.0. To reproduce the
benchmarking experiments, head over to the
report/benchmark directory. Readers who are
interested in the training set-up (e.g., hyperparam-
eters, architectures used, etc.) can check the con-
figuration (.cfg) files in the respective project’s
configs/ directory.

A.2 Building the TLUnified-NER corpus
The TLUnified-NER dataset is a named entity
recognition corpus containing the Person (PER),
Organization (ORG), and Location (LOC) entities.
It includes news articles and other texts in Tagalog
from 2009 to 2020. It was based on the TLU-
nified pretraining corpora by (Cruz and Cheng,
2022). The author, together with two more an-
notators, annotated TLUnified in the course of four
months. We employed an iterative approach as
recommended by Reiter (2017), which included re-
solving disagreements and updating the annotation
guidelines.
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Figure 1: Inter-annotator agreement measurement
after each annotation round. Each mark represents the
end of a round. For each round, the annotators discuss
disagreements, update the annotation guidelines, and
evaluate the current set of annotations.

Metric IAA

Cohen’s κ on all tokens 0.81
Cohen’s κ on annotated tokens only 0.65
F1 score 0.91

Table 6: Inter-annotator agreement (IAA) measure-
ments. We obtained these values by computing for the
pairwise comparisons between all annotator-pairs and
averaging the results.

To get the inter-annotator agreement (IAA)
score, we took Brandsen et al. (2020)’s work on the
Archaeology dataset as inspiration. We computed
Cohen’s κ for all tokens, and only annotated tokens.
In addition, we also measured the (3) pairwise F1
score without the ‘O’ label (Deleger et al., 2012).
Table 6 shows the IAA measurements while Figure
1 shows their growth after each annotation round.
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Abstract

JINA EMBEDDINGS constitutes a set of high-
performance sentence embedding models adept
at translating textual inputs into numerical rep-
resentations, capturing the semantics of the
text. These models excel in applications like
dense retrieval and semantic textual similar-
ity. This paper details the development of JINA
EMBEDDINGS, starting with the creation of
high-quality pairwise and triplet datasets. It
underlines the crucial role of data cleaning in
dataset preparation, offers in-depth insights into
the model training process, and concludes with
a comprehensive performance evaluation us-
ing the Massive Text Embedding Benchmark
(MTEB). Furthermore, to increase the model’s
awareness of grammatical negation, we con-
struct a novel training and evaluation dataset of
negated and non-negated statements, which we
make publicly available to the community.

1 Introduction

Sentence embedding models are an effective instru-
ment for encoding the semantic nuances of words,
phrases, and larger textual units into a continuous
vector space. They encapsulate the complexities
of contexts and lexical and grammatical interre-
lationships within a text, facilitating downstream
tasks like information retrieval, semantic similarity
evaluation, and text classification.

Despite the potential of these models, questions
remain about the effectiveness of different data
preprocessing strategies, the optimal loss function
for training sentence embedding models, and the
impact on performance of increasing the number
of model parameters. This paper addresses these
challenges.

We have develop a novel dataset specifically to
train our sentence embedding models. Furthermore,
we design a dataset specifically to sensitize our
models to distinguish negations of statements from
confirming statements. This paper also presents

JINA EMBEDDINGS, a set of high-performance sen-
tence embedding models trained on these datasets.
The JINA EMBEDDINGS set is expected to com-
prise five distinct models, ranging in size from 35
million to 6 billion parameters. Three of those
models are already trained and published. 1

The JINA EMBEDDINGS models employ con-
trastive training on the T5 architecture [Raffel et al.,
2020]. It’s important to note that we opt to use the
T5 model as our base due to its pre-training on a
mixed set of downstream tasks. We argue that in-
corporating this approach can potentially enhance
our ability to accurately gauge the effectiveness of
our training strategy.

Our large-scale contrastive fine-tuning approach
surpasses zero-shot T5 and delivers a performance
level on par with other leading T5-based sentence
embedding models such as Sentence-T5 [Ni et al.,
2022a] and GTR [Ni et al., 2022b]. Consequently,
this work demonstrates that high-quality sentence
embeddings can be achieved with the judicious use
of resources and innovative training methodologies.

2 Dataset Preparation

In order to develop models that excel across a
wide range of tasks, we collate a comprehensive
set of both public and custom datasets. These
datasets target various retrieval objectives, such
as e-commerce search, duplicate detection, web
retrieval, article retrieval for question-answering,
and text classification. Consolidating these datasets
into a unified format facilitates concurrent model
training for all tasks.

Definition of Format: Given the lack of non-
relevance information in many of the datasets, we
reformat each training item into pairs, designated
as (q, p) ∈ Dpairs . Each pair includes a query

1jina-small-v1 , jina-base-v1 , jina-large-v1 are
available at https://huggingface.co/jinaai, and are also
ranked in the MTEB leaderboard on Hugging Face: https:
//huggingface.co/spaces/mteb/leaderboard.
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string q and an associated target string p. To lever-
age explicit non-relevance judgments, we create an
auxiliary set of triplets (q, p, n) ∈ Dtriplets , which
pair a query string q with a match p (positive) and
a non-matching string n (negative).

Data Extraction: The methods used to extract
pairs and triplets are specific to each source dataset.
For example, given a question-answer dataset, we
use questions as query strings and answers as target
strings. Retrieval datasets often contain queries that
can serve as query strings and relevant and non-
relevant annotated documents which can operate as
matching and non-matching strings.

Training Steps: Our training process is a two-
step approach. Initially, we train on pairs and then
fine-tune the model using the triplets, as detailed in
Section 3.3.

2.1 Pairwise Data Preparation
The substantial size and inconsistent quality of
many large datasets necessitates a rigorous filtering
pipeline. We apply the following steps to filter
training data:

De-Duplication: Duplicated entries within train-
ing data can negatively impact model perfor-
mance [Hernandez et al., 2022], and potentially
lead to overfitting. Consequently, we remove du-
plicate entries from our dataset. Considering the
dataset’s volume, we employ hash functions to
identify and eliminate text pairs that map to du-
plicate hash values. We normalize whitespace
and capitalization before checking for duplicates.
Empty pairs and pairs with identical elements are
also removed.

Language Filtering: Since we design
our embedding models for English, we use
the fasttext-language-identification
model2 based on the fasttext text classification
method [Joulin et al., 2017] to remove non-English
training items from the dataset.

Consistency Filtering: Consistency filtering
means excluding training pairs with low seman-
tic similarity. Previous studies suggest that elim-
inating low-similarity pairs using an auxiliary, al-
beit less precise, model boosts performance [Dai
et al., 2023, Wang et al., 2022]. We employ the
all-MiniLM-L6-v2 model3 for consistency filter-

2fasttext-language-identification (https:
//huggingface.co/facebook/fasttext-language-identification)

3all-MiniLM-L6-v2 model (https://huggingface.co/
sentence-transformers/all-MiniLM-L6-v2)

ing in this manner: We generate embeddings for
1M pairs (qi, pi)i randomly sampled from Dpairs.
For every pair (q, p) ∈ Dpairs in the dataset, we
verify whether p is among the top two passages
most similar to q based on the cosine similarity
of their embeddings compared to all passages pi,
i = 1, ..., 1M.

The application of these preprocessing steps re-
duces the size of the dataset from over 1.5 billion
mixed-quality pairs to 385 million high-quality
pairs. This reduction permits us to train our model
with significantly less data than typical embedding
models without sacrificing embedding quality.4

2.2 Triplet Data Preparation

For the triplet dataset, we forego de-duplication
and language filtering and we assume the quality
of these datasets already meets our quality require-
ments. However, we validate the relevance of the
“positive” item with respect to the “query” for each
triplet in a manner similar to consistency filtering.
Instead of contrasting the embedding cosine sim-
ilarity s(q, p) against a sample set, we compare it
solely with the similarity s(q, n) of the embeddings
derived from the same triplet (q, p, n) ∈ Dtriplets .
This is accomplished using a cross-encoder model,
which evaluates the pair directly without gener-
ating embedding representations. More specifi-
cally, we leverage the ms-marco-MiniLM-L-6-v2
model5 to verify whether the difference in retrieval
scores determined by the model exceeds a threshold
r(q, p)− r(q, n) > κ, with threshold κ = 0.2, and
eliminate all other pairs. This methodology draws
inspiration from the de-noising strategy proposed
in [Qu et al., 2021].

2.3 Negation Data Preparation

We observe that many embedding models strug-
gle to accurately embed negations. For instance,
when embedding the three sentences: “A couple
walks hand in hand down a street.”, “A couple is
walking together.”, and “A couple is not walking to-
gether.”, the first two should be embedded close to-
gether, while the second and third, contradictory in

4For instance, models like all-MiniLM-L6-v2 and
all-mpnet-base-v2 are trained on nearly 1.2 billion pairs,
whereas other T5-based models such as sentence-t5-base
or sentence-t5-large are trained on 2.2 billion pairs.

5ms-marco-MiniLM-L-6-v2 (https://huggingface.co/
cross-encoder/ms-marco-MiniLM-L-6-v2)
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(a) Original Distribution after Filtering (b) Adjusted by Sampling Rates

Figure 1: The composition of 385 million pairwise data

Figure 2: The composition of 927,000 triplets data

meaning, should be positioned further apart.6 How-
ever, for instance, the all-MiniLM-L6-v2 model
assigns a cosine similarity of 0.7 to the first two
sentences, while attributing a similarity of 0.86 to
the second and third.7

We decide to address this problem by creating
our own negation dataset8. This dataset, based on
positive pairs from the SNLI dataset9 and negatives
created with GPT-3.5, comprises triplets (anchor,
entailment, negative) akin to the example given
above, where (anchor, entailment) form a positive
pair and the “negative” contradicts both the “an-
chor” and “entailment”, while remaining syntac-
tically very similar to “entailment”. This dataset
forms a subset of our aforementioned triplet dataset,
with training details provided in Section 3.3.

Our model evaluation on the negation dataset,
6Although it could be argued that for certain tasks, like

document retrieval, it might still be desirable for contradicting
texts to be embedded closely. Regardless, in this example, the
first two sentences should be assigned a higher similarity.

7Interestingly, our large model does correctly assign a co-
sine similarity of 0.77 to the positive pair, and only a similarity
of 0.62 to the negative pair, after fine-tuning with our negation
dataset.

8The negation dataset is available at https://
huggingface.co/datasets/jinaai/negation-dataset

9https://huggingface.co/datasets/snli

which includes a comparative analysis with other
popular open-source models, is presented in Sec-
tion 4.3.

2.4 Data Composition

Our dataset of text pairs, represented as Dpairs =
D1 ⊔ · · · ⊔Dn, is aggregated from 32 individual
datasets. This amounts to a total of 1.6 billion pairs
before filtering, which is subsequently reduced to a
robust 385 million high-quality pairs after rigorous
filtering.

In comparison, our dataset of triplets initially
comprises a total of 1.13 million entries before
filtering, streamlined to 927,000 triplets after filter-
ing.

The composition of our datasets after filtering is
illustrated in Figure 1a for the text pairs, and in Fig-
ure 2 for the triplets. Together, these form the final
dataset for the training of the JINA EMBEDDINGS

models.

3 Training

Training takes place in two distinct phases. The
first phase centers on training the model using the
voluminous quantity of text pairs, consolidating the
semantics of an entire text phrase into a single rep-
resentative embedding. The second phase uses the
relatively small triplet dataset, comprising an an-
chor, an entailment, and a hard-negative, teaching
it to differentiate between similar and dissimilar
text phrases.

3.1 Training on Pairwise Data

Each model within the JINA EMBEDDINGS set is
based on, and trained using, the zero-shot T5 mod-
els of corresponding size, as detailed in [Raffel
et al., 2020]. The zero-shot T5 models are com-
posed of encoder-decoder pairs. However, Ni et al.
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[2022a] has demonstrated that it is more effective
to calculate text embeddings using only the encoder
component of the T5 models, as opposed to deploy-
ing both encoder and decoder. Consequently, the
JINA EMBEDDINGS models use only the encoders
of their respective T5 models.

During tokenization, JINA EMBEDDINGS mod-
els use SentencePiece [Kudo and Richardson,
2018] to segment input text and encode them into
WordPiece tokens [Kudo, 2018]. Following the en-
coder model, a mean pooling layer is implemented
to generate fixed-length representations from the
token embeddings.

For the training process involving pairs, we em-
ploy InfoNCE [van den Oord et al., 2018], a con-
trastive loss function. This function calculates the
loss for a pair (q, p) ∼ B within a batch B ∈ Dk

of text pairs, where the batch size is k, as follows:

Lpairs
NCE (B) := E(q,p)∼B

[
− ln

es(q,p)/τ
∑k

i=1 e
s(q,pi)/τ

]

The loss is calculated by comparing the cosine sim-
ilarity between a given question q and its target p,
with the similarity to all other targets in the batch.
We found that calculating the loss in both direc-
tions results in greater improvements during train-
ing. Accordingly, the loss is defined as follows:

Lpairs(B) := Lpairs
NCE (B) + Lpairs

NCE
(B), where

Lpairs

NCE
(B) := E(q,p)∼B

[
− ln

es(p,q)/τ
∑k

i=1 e
s(p,qi)/τ

]
.

Intuitively, Lpairs

NCE
matches the target string to

all query strings instead. The constant τ denotes a
temperature parameter which we set to τ = 0.05.
This method of calculating the loss is based on a
similar method in [Neelakantan et al., 2022].

3.2 Data Sampling in Pairwise Training

Rather than sequentially training on individual
datasets, we opt for a parallel approach, training
on all datasets concurrently. We postulate that this
parallel training promotes enhanced model gener-
alization across diverse tasks. Despite this, each
training batch is exclusively composed of data from
a single dataset. This ensures that loss calculations,
performed across the entire batch, do not conflate
data from different tasks.

Our dataloader operates by initially selecting a
dataset, followed by sampling the requisite number
of data points from it to constitute a batch for the
worker (refer to Section 4). Prior to training, the
pairs within the datasets are thoroughly shuffled.

Sampling a dataset Di follows a probability dis-
tribution ρ across all datasets Di. The probability
of sampling Di is ρ (Di) =

|Di|si∑n
j=1 |Dj |sj and is con-

tingent upon the dataset’s size |Di| and a scaling
factor si.

Given the disparity in dataset sizes, it is critical
to frequently sample from larger datasets to pre-
vent overfitting on the smaller ones. Furthermore,
we manipulate the sampling rates of datasets using
scaling factors to prioritize training on high-quality
datasets and achieve balance among text domains.
In scenarios where datasets with higher sampling
rates deplete their items before the completion of
a training epoch, the dataset is reset, enabling the
model to cycle through its items anew. This en-
sures that high-sampling-rate datasets contribute
multiple times within a single training epoch.

Figure 1b displays the proportion of each dataset
used based on their sampling rates. Following the
creation of this adjusted distribution, the frequency
of sampling from larger datasets significantly di-
minishes, resulting in only 180 million pairs actu-
ally being used during training.

3.3 Training on Triplet Data

Following the completion of pairwise training, the
model progresses to the next phase which involves
training on the triplet datasets. This phase uses
a different loss function, leveraging negatives for
improved model performance.

We experimented with various triplet loss func-
tions and found that the best results are achieved
through a combination of multiple commonly used
triplet loss functions. Specifically, we use the
extended version of the InfoNCE loss Ltriplets

NCE+ ,
given by (2), which employs additional nega-
tives [Reimers, 2023], the reverse InfoNCE loss
Ltriplets

NCE
from the initial training phase as given by

(3), and the triplet margin loss function Ltriplets
3 as

presented in (4) [Chechik et al., 2010].
The triplet function Ltriplets

3 determines the co-
sine similarity difference between the query and
target s(q, n), and the query and negative match
s(q, n). Furthermore, it establishes a minimal mar-
gin ε = 0.05 between these two values. If the
negative is more similar to the query or the margin
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is violated, Ltriplets
3 returns a positive value. Oth-

erwise, it yields 0, which is achieved through the
application of the ReLU activation function. For
the temperature parameter, we opted for a value of
τ = 0.05.

4 Evaluation

We conduct a comprehensive evaluation to compare
our models against other state-of-the-art models
(Section 4.1), investigate the impact of our filtering
pipeline (Section 4.2), and evaluate the models’
sensitivity to negation of statements (Section 4.3).
Section 6 mentions details about the training.

To provide comprehensive results on the per-
formance of models on various downstream tasks
applicable to embeddings, we rely on the MTEB
benchmark frameworks introduced by Muen-
nighoff et al. [2023]. This also compromises all the
retrieval tasks included in the BEIR [Thakur et al.,
2021] benchmark. We also publish the code for
executing it on our models on the Hugging Face
pages of our model10. For evaluating models on
the negation dataset, we use our own separate eval-
uation tool11.

4.1 Performance Against State-of-the-Art
Models

To gauge the performance of the JINA EMBED-
DINGS set in relation to other similarly sized open-
source and close-sourced models, we select repre-
sentative models from five distinct size categories,
as depicted in Table 1. Additionally, we include
sentence-t5 and gtr-t5 xl and xxl models, which are
based on T5 models with 3 billion and 11 billion
parameters, respectively. This inclusion allows in-
vestigating the performance variation with models
of such massive scales.

Table 6 presents the scores for MTEB’s sentence
similarity tasks, wherein the models within the
JINA EMBEDDINGS set outshine their similarly
sized counterparts across numerous tasks. Notably,
the jina-large-v1 model consistently delivers
comparable, if not superior, results to models in
the billion-parameter scale. jina-base-v1 and
jina-small-v1 also exhibit competitive perfor-
mances with models of analogous sizes, exceeding

10https://huggingface.co/jinaai/
jina-embedding-b-en-v1/blob/main/mteb_
evaluation.py

11https://huggingface.co/jinaai/
jina-embedding-b-en-v1/blob/main/negation_
evaluation.py

Model Parameters
Embedding
Dimensions

sentence-t5-xxl 4.9b 768
gtr-t5-xxl 4.9b 768
gtr-t5-xl 1.2b 768
sentence-t5-xl 1.2b 768

jina-large-v1 330m 1024
gtr-t5-large 330m 768
sentence-t5-large 330m 768

all-mpnet-base-v2 110m 768
jina-base-v1 110m 768
gtr-t5-base 110m 768
sentence-t5-base 110m 768

jina-small-v1 35m 512
all-MiniLM-L6-v2 23m 384

Table 1: Model sizes and output dimensions

their peers on the BIOSSES12 task. This highlights
the benefits of training with highly diverse data
sources.

jina-base-v1 consistently demonstrates perfor-
mances similar to or better than gtr-t5-base, which
was trained specifically for retrieval tasks [Ni et al.,
2022b]. However, it seldom matches the scores of
sentence-t5-base, which was trained on sentence
similarity tasks [Ni et al., 2022a].

The evaluation of model performances on re-
trieval tasks, presented in Table 8, reflects a similar
relationship among gtr-t5, sentence-t5, and JINA

EMBEDDINGS. Here, gtr-t5 models, which have
been specially trained on retrieval tasks, consis-
tently score the highest for their respective sizes.
JINA EMBEDDINGS models follow closely behind,
whereas sentence-t5 models trail significantly. The
JINA EMBEDDINGS set’s capability to maintain
competitive scores across these tasks underscores
the advantage of multi-task training.

As illustrated in Table 7, jina-large-v1 also
achieves exceedingly high scores on reranking
tasks, often outperforming larger models. Similarly,
jina-base-v1 surpasses gtr-t5-large and sentence-
t5-large on several reranking tasks, which could
once again be attributed to the specific training
tasks of sentence-t5 and gtr-t5.

12https://tabilab.cmpe.boun.edu.tr/BIOSSES/
DataSet.html
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Ltriplets(B) := Ltriplets
NCE+ (B) + Ltriplets

NCE
(B) + Ltriplets

3 (B), where (1)

Ltriplets
NCE+ (B) := E(q,p,n)∼B

[
− ln

exp(s(q, p)/τ)
∑k

i=1 exp(s(q, pi)/τ) + exp(s(q, ni)/τ)

]
, (2)

Ltriplets

NCE
(B) := E(q,p,n)∼B

[
− ln

exp(s(p, q)/τ)
∑k

i=1 exp(s(p, qi)/τ)

]
, (3)

Ltriplets
3 (B) := E(q,p,n)∼B

[
ReLU

(
s(q, n)− s(q, p) + ε

)]
. (4)

Model RR RT STS

sentence-t5-xxl 56.42 42.24 82.63
gtr-t5-xxl 56.66 48.48 78.38
gtr-t5-xl 55.96 47.96 77.80
sentence-t5-xl 54.71 38.47 81.66

jina-large-v1 56.42 44.81 80.96
gtr-t5-large 55.36 47.42 78.19
sentence-t5-large 54.00 36.71 81.83

all-mpnet-base-v2 59.36 43.81 80.28
jina-base-v1 55.84 44.03 79.93
gtr-t5-base 54.23 44.67 77.07
sentence-t5-base 53.09 33.63 81.14

jina-small-v1 53.07 38.91 78.06
all-MiniLM-L6-v2 58.04 41.95 78.90

Table 2: Average Scores for Reranking (RR), Retrieval
(RT) and sentence similarity tasks (STS)

4.2 Impact of Filtering Steps

We evaluate the effectiveness of our dataset prepro-
cessing pipeline by performing an ablation study.
In this study, we fine-tune our smallest model on
the Reddit dataset, where various preprocessing
steps are individually applied. The corresponding
results are presented in Table 3.

The ablation study’s results underscore the value
of both language and consistency filtering as cru-
cial preprocessing steps. Their combined applica-
tion results in the highest performance across the
majority of benchmarks.

Specifically for the Reddit dataset, we observe a
significant performance boost with the application
of consistency filtering, while language filtering
only marginally enhances the performance. We
can account for this disparity by noting that the
language filter removes only 17.4% of the Reddit

data, while consistency filtering screens out 84.313.
Reddit samples are primarily in English, but many
are positive pairs with very low similarity, making
consistency filtering more effective than language
filtering.

The effectiveness of these preprocessing steps,
however, does exhibit variability across different
datasets.

4.3 Effectiveness of Negation Data

To determine the effectiveness of our models on
negation data, we evaluate them against the test
split of our negation dataset, comparing the results
with other open source models. We measure per-
formance with respect to two metrics: one mea-
sures the percentage of samples where the model
positions the anchor and entailment closer than
the anchor and negative (which is an easy task, as
the anchor and negative are syntactically dissim-
ilar), the other measures the percentage of sam-
ples where the model positions the anchor and
entailment closer than the entailment and negative
(which is a hard task, as the entailment and negative
are syntactically more similar than the anchor and
entailment). The former is denoted by EasyNega-
tion, the latter by HardNegation. The outcomes
of these evaluations are displayed in Table 4. We
assess our models both before and after fine-tuning
on the triplet data, denoted as <model>pairwise and
<model>all, respectively.

From the results, we observe that across all
model sizes, fine-tuning on triplet data (which in-
cludes our negation training dataset) dramatically
enhances performance, particularly on the Hard-
Negation task. Our models are on par with other
state-of-the-art open-source models in terms of per-

13It is pertinent to note that the subsets filtered out overlap,
thus the combined application of language and consistency
filtering filters out only 86.8% of the data.
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Retrieval
Data Preparation Quora SciFact Trec-Cov

No Extra Filter 0.734 0.218 0.242
Language 0.741 0.218 0.250
Consistency 0.805 0.381 0.297
Language + Consistency 0.806 0.379 0.306

Sentence Similarity
Data Preparation STS12 STS13 STS14 STS15 STS16 STS17 STS22

No Extra Filter 0.558 0.668 0.573 0.694 0.706 0.764 0.606
Language 0.561 0.668 0.579 0.697 0.704 0.765 0.609
Consistency 0.652 0.728 0.652 0.760 0.755 0.808 0.610
Language + Consistency 0.653 0.727 0.656 0.764 0.757 0.810 0.609

Table 3: Evaluation of Data-Preparation Effectiveness on the Reddit Dataset. Retrieval evaluated on nDCG@10,
Sentence Similarity on Spearman.

formance, while achieving this with only a fraction
of the training data required by their counterparts.

5 Related Work

The field of embedding models has seen significant
advanced over the years, with the development of
various models featuring diverse architectures and
training pipelines. For instance, Sentence-BERT
[Reimers and Gurevych, 2019] uses BERT to gen-
erate sentence embeddings. Similarly, Sentence-T5
[Ni et al., 2022a], based on the encoder architec-
ture of T5, demonstrates superior performance over
Sentence-BERT on numerous benchmarks. The
study underscores the effectiveness of encoders
for sentence embeddings, contrasting with another
approach that explores the use of decoders [Muen-
nighoff, 2022].

Knowledge distillation [Hinton et al., 2015] of-
fers an alternative approach to model training. In
this setup, a larger, pre-trained model acts as a
mentor, instructing a smaller model during training.
This methodology can be seamlessly integrated
with a contrastive loss function, presenting an av-
enue for future investigation.

Embedding models can also be characterized
based on their functionality. For instance, while
some models are designed to solely embed queries,
others are trained to embed queries along with spe-
cific instructions, generating task-dependent em-
beddings [Su et al., 2023]. An example of this
using a T5-based model is the large dual encoder
[Ni et al., 2022b], which is fine-tuned for retrieval
tasks and computes a retrieval score directly.

Recent studies [Neelakantan et al., 2022, Wang
et al., 2022] emphasize the benefits of contrastive
pre-training coupled with fine-tuning on hard neg-
atives. Both approaches have achieve state-of-the-
art results on multiple benchmarks, with [Wang
et al., 2022] also employing consistency filtering
as part of their preprocessing pipeline.

6 Training Details

For training, we employ A100 GPUs and leverage
the DeepSpeed stage 2 distributed training strategy
[Rajbhandari et al., 2020] for effective multi-device
management. For training our models we use the
AdamW optimizer, coupled with a learning rate
scheduler that adjusts the learning rate during the
initial stages of training. The hyperparameters used
across all three models throughout the training pro-
cess are listed in Table 5.

7 Conclusion

This paper introduces the JINA EMBEDDINGS set
of embedding models, demonstrating that competi-
tive performance on various tasks can be achieved
while substantially reducing the amount of training
data, when compared to other models with compa-
rable backbones. Through an extensive evaluation
on the MTEB benchmark, we show that employ-
ing judicious data filtering techniques can lead to
enhanced performance in comparison to training
with a larger, yet lower-quality dataset. These find-
ings significantly shift the paradigm, indicating that
training large language models for embedding tasks
can be conducted with less data than previously as-
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EasyNegation HardNegation Parameters Training samples

jina-small-v1pairwise 88.4% 8.4% 35m 385m
jina-base-v1pairwise 93.0% 13.8% 110m 385m
jina-large-v1pairwise 94.6% 16.6% 330m 385m
jina-small-v1all 96.6% 35.2% 35m 386m
jina-base-v1all 97.8% 54.6% 110m 386m
jina-large-v1all 98.2% 65.4% 330m 386m

all-MiniLM-L6-v2 94.8% 29.4% 23m 1170m
all-mpnet-base-v2 97.4% 67.6% 110m 1170m
sentence-t5-base 96.0% 55% 110m 2275m
sentence-t5-large 98.2% 64.0% 330m 2275m

Table 4: Evaluating a Range of Models on the Negation Dataset: A Benchmark Analysis of JINA EMBEDDINGS
Trained on Both Pairwise-Only and Combined Pairwise and Triplet Data. The negation dataset is available at
https://huggingface.co/datasets/jinaai/negation-dataset

Hyperparameters Value

# of devices 8
Sequence length 512
Model precision 32 bit
Learning rate 0.00005
# of steps for learning rate warm-up 500
Batch size for jina-small-v1 4096
Batch size for jina-base-v1 2048
Batch size for jina-large-v1 1024

Table 5: Hyperparameters

sumed, leading to potential savings in training time
and resources.

However, we acknowledge the limitations of the
current methodologies and the performance of the
JINA EMBEDDINGS set. During the training on
pairs, the sampling rate selection was based on
a heuristic approach. Given the vast size of the
search space for these sampling rates, we leaned
on our intuition and dataset familiarity to prioritize
higher-value datasets over their lower-value coun-
terparts. This subjective approach, however, points
to the need for more objective methods for future
advancements.

Additionally, the JINA EMBEDDINGS set fell
short on some tasks. For instance, calculating
sentence similarity on our negation dataset (as de-
scribed in Section 4.3) didn’t meet our expectations
(see Table 4) nor achieves competitive scores for
classification and clustering tasks on the MTEB
benchmark. These performance shortcomings sug-
gest a possible deficit in the representation of these

types of tasks in our training data, necessitating
further investigation.

Looking ahead, we aim to refine our training
processes to deliver models with improved perfor-
mance and greater sequence length. Our future
endeavors also include generating bilingual train-
ing data and training an embedding model capable
of understanding and translating between two lan-
guages, thereby expanding the utility and versatility
of the JINA EMBEDDINGS set.
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Appendix

Model BIOSSES SICK-R STS12 STS13 STS14 STS15 STS16 STS17 STS22 STS
Benchm.

sentence-t5-xxl 80.43 80.47 78.85 88.94 84.86 89.32 84.67 89.46 65.33 84.01
sentence-t5-xl 73.12 79.98 79.02 88.80 84.33 88.89 85.31 88.91 64.32 83.93
gtr-t5-xxl 81.91 74.29 70.12 82.72 78.24 86.26 81.61 85.18 65.76 77.73
gtr-t5-xl 78.94 73.63 69.11 81.82 77.07 86.01 82.23 84.90 66.61 77.65
sentence-t5-large 78.93 80.34 79.11 87.33 83.17 88.28 84.36 88.99 62.39 85.36
gtr-t5-large 84.86 73.39 70.33 82.19 77.16 86.31 81.85 83.93 64.30 77.60
jina-large-v1 84.43 79.20 74.53 83.16 78.09 86.91 83.65 90.16 64.89 84.60
sentence-t5-base 75.89 80.18 78.05 85.85 82.19 87.46 84.03 89.57 62.66 85.52
gtr-t5-base 79.00 71.45 68.59 79.09 74.64 84.85 81.57 85.80 66.17 79.58
all-mpnet-base-v2 80.43 80.59 72.63 83.48 78.00 85.66 80.03 90.60 67.95 83.42
jina-base-v1 83.58 79.14 75.06 80.86 76.13 85.55 81.21 88.98 66.22 82.57
all-MiniLM-L6-v2 81.64 77.58 72.37 80.60 75.59 85.39 78.99 87.59 67.21 82.03
jina-small-v1 82.96 76.33 74.28 78.55 73.84 83.71 80.03 87.49 64.25 79.20
text-emb-ada-002* 86.35 80.60 69.80 83.27 76.09 86.12 85.96 90.25 68.12 83.17

Table 6: Spearman Correlation for Sentence Similarity Tasks

Model AskUbuntu-
DupQuestions

MindSmall-
Reranking SciDocsRR StackOverflow-

DupQuestions
sentence-t5-xxl 66.16 30.60 76.09 52.85
sentence-t5-xl 62.86 29.77 75.16 51.05
gtr-t5-xxl 63.23 31.93 77.96 53.50
gtr-t5-xl 63.08 31.50 76.49 52.79
sentence-t5-large 61.51 30.27 74.88 49.34
gtr-t5-large 61.64 31.84 76.39 51.58
jina-large-v1 62.83 31.48 80.97 50.38
sentence-t5-base 59.73 30.20 73.96 48.46
gtr-t5-base 60.86 31.33 73.71 51.01
all-mpnet-base-v2 65.85 30.97 88.65 51.98
jina-base-v1 62.40 31.56 79.31 50.11
all-MiniLM-L6-v2 63.48 30.80 87.12 50.76
jina-small-v1 60.25 30.68 74.16 47.18
text-emb-ada-002* 62.05 31.45 81.22 50.54

Table 7: Mean Average Precision (mAP@10) for Reranking Tasks

* text-emb-ada-002 appears in a separate category since no model size is known and the embedding size is much higher
compared to other models.
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Model FEVER HotpotQA MSMARCO NQ Quora
Retrieval SciFact TREC

COVID
Argu
Ana

Climate
FEVER DBPedia FiQA

2018 NFCorpus SCIDOCS Touche
2020

sentence-t5-xxl 51.20 42.14 27.67 52.87 85.96 55.38 59.48 39.85 14.63 39.19 46.68 35.08 17.17 21.65
sentence-t5-xl 36.12 37.17 25.17 46.29 85.85 50.91 54.77 39.40 10.61 33.65 44.71 33.18 15.97 22.51
gtr-t5-xxl 74.08 59.67 44.05 57.24 89.09 66.77 51.90 53.77 27.21 41.28 46.78 34.18 15.88 26.76
gtr-t5-xl 72.18 58.91 43.52 56.16 88.91 64.2 60.09 52.81 27.01 39.74 44.19 33.34 15.71 25.26
sentence-t5-large 36.21 33.95 23.96 42.02 85.73 49.91 46.11 39.27 11.36 31.55 43.55 31.10 15.38 21.63
gtr-t5-large 72.66 57.85 42.73 55.09 88.47 63.42 56.68 52.09 26.90 39.55 42.79 32.63 15.51 28.29
jina-large-v1 71.90 54.95 40.34 51.40 88.09 59.76 57.25 46.48 21.26 34.13 37.27 32.24 18.45 20.73
sentence-t5-base 26.17 33.20 20.70 36.32 85.49 45.76 40.70 44.85 10.37 27.77 34.83 28.65 14.15 20.30
gtr-t5-base 68.93 54.93 41.16 50.47 87.98 59.74 56.05 50.83 24.88 35.24 35.15 30.22 14.00 25.89
all-mpnet-base-v2 50.86 39.29 39.75 50.45 87.46 65.57 51.33 46.52 21.97 32.09 49.96 33.29 23.76 19.93
jina-base-v1 73.29 52.78 37.77 47.87 87.63 59.40 60.57 49.01 21.48 32.44 34.06 30.38 17.63 18.59
all-MiniLM-L6-v2 51.93 46.51 36.54 43.87 87.56 64.51 47.25 50.17 20.27 32.33 36.87 31.59 21.64 16.90
jina-small-v1 69.12 47.48 31.80 38.89 85.69 52.40 52.30 43.57 17.25 28.28 25.19 25.96 15.29 16.67
text-emb-ada-002* 74.99 60.90 40.91 51.58 87.60 72.75 68.47 57.44 21.64 39.39 44.41 36.97 18.36 21.61

Table 8: Normalized Discounted Cumulative Gain (nDCG@10) for retrieval tasks
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Abstract

Segmenting an address into meaningful com-
ponents, also known as address parsing, is
an essential step in many applications from
record linkage to geocoding and package de-
livery. Consequently, a lot of work has been
dedicated to develop accurate address parsing
techniques, with machine learning and neural
network methods leading the state-of-the-art
scoreboard. However, most of the work on ad-
dress parsing has been confined to academic
endeavours with little availability of free and
easy-to-use open-source solutions.

This paper presents Deepparse, a Python open-
source, extendable, fine-tunable address pars-
ing solution under LGPL-3.0 licence to parse
multinational addresses using state-of-the-art
deep learning algorithms and evaluated on over
60 countries. It can parse addresses written
in any language and use any address stan-
dard. The pre-trained model achieves average
99 % parsing accuracies on the countries used
for training with no pre-processing nor post-
processing needed. Moreover, the library sup-
ports fine-tuning with new data to generate a
custom address parser.

1 Introduction

Address Parsing is the task of decomposing an ad-
dress into its different components (Abid et al.,
2018). This task is essential to many applications,
such as geocoding and record linkage. Indeed, it
is quite useful to detect the different parts of an
address to find a particular location based on tex-
tual data to make an informed decision. Similarly,
comparing two addresses to decide whether two
or more database entries refer to the same entity
can prove to be quite difficult and prone to errors if
based on methods such as edit distance algorithms
given the various address writing standards.

There have been many efforts to solve the ad-
dress parsing problem. From rule-based techniques
(Xu et al., 2012) to probabilistic approaches and

neural network models (Abid et al., 2018), much
progress has been made in reaching accurate ad-
dresses segmentation. These previous works did
a remarkable job of finding solutions for the chal-
lenges related to the address parsing task. However,
most of these approaches either do not take into
account parsing addresses from different countries
or do so but at the cost of a considerable amount
of meta-data and substantial data pre-processing
pipelines (Mokhtari et al.; Li et al., 2014; Wang
et al., 2016; Sharma et al., 2018).

However, most of the work on address parsing
has been confined to academic endeavours with lit-
tle availability of free and easy-to-use open-source
solutions. In an effort to solve some of the lim-
itations of previous methods, as well as offer an
open-source address parsing solution, we have cre-
ated Deepparse1 (Yassine and Beauchemin, 2020)
an LGPL-3.0 licenced Python library. Our work
allows anyone with a basic knowledge of Python
or command line terminal to conveniently parse
addresses from multiple countries using state-of-
the-art deep learning models proposed by Yassine
et al. (2020, 2022). Deepparse’s goal is to parse
multinational addresses written in any language
or using any address writing format with an ex-
tendable and fine-tunable address parser. In addi-
tion, Deepparse proposes a functionality to easily
customize the aforementioned models to new data
along with an easy-to-use Docker FastAPI to parse
addresses.

This paper’s contributions are: First, we describe
an open-source Python library for multinational ad-
dress parsing. Second, we describe its implemen-
tation details and natural extensibility due to its
fine-tuning possibilities. Third, we benchmark it
against other open-source libraries.

1https://deepparse.org/

19

https://deepparse.org/


2 Related work

Address parsing has been approached on the aca-
demic front using probabilistic machine learning
models such as Hidden Markov Models and Con-
ditional Random Fields (CRF) (Li et al., 2014;
Wang et al., 2016; Abid et al., 2018), as well as
deep learning models mainly based on the recur-
rent neural network (RNN) architecture (Sharma
et al., 2018; Mokhtari et al.; Abid et al., 2018).
Regarding openly available software, most of the
existing packages cater to US postal addresses. For
instance, pyaddress2 allows for the decomposition
of US addresses into eight different attributes with
a possibility to specify acceptable “street names”,
“cities” and “street suffixes” in order to improve
parsing accuracy. Similarly, address-parser3 iden-
tifies as “Yet another python address parser for
US postal addresses” and enables users to extract
multiple address components such as “house num-
bers”, “street names”, “cardinal directions” and
“zip codes”. These two packages are based on a
combination of predefined component lists and reg-
ular expressions. In contrast, usaddress4 uses a
probabilistic model that users can fine-tune using
their data. Another openly available avenue for ad-
dress parsing is Geocoding APIs, which can result
in highly precise parsed addresses based on reverse
geocoding. However, while being openly available,
Geocoding APIs are often not free and not always
convenient to use for a programming layperson.

The aforementioned approaches are limited to
parsing addresses from a single country and either
cannot handle a multinational scope of address pars-
ing or would need to be adjusted to do so. To tackle
this problem, Libpostal5, a C library for interna-
tional address parsing, has been proposed. This
library uses a CRF-based model trained with an
averaged Perceptron for scalability. The model
was trained on Libpostal dataset6 and achieved a
99.45 % full parse accuracy7 using an extensive
pre and post-processing pipeline. However, this
requires putting addresses through a heavy pre-
processing pipeline before feeding them to the pre-
diction model, and it does not seem possible to
develop a new address parser based on the docu-

2https://github.com/SwoopSearch/pyaddress
3https://github.com/CivicKnowledge/address_parser
4https://github.com/datamade/usaddress
5https://github.com/openvenues/libpostal
6https://github.com/openvenues/libpostal#training-data
7The accuracy was computed considering the entire se-

quence and was not focused on individual tokens.

mentation. A thorough search of the relevant litera-
ture yielded no open-source neural network-based
software for multinational address parsing.

3 Implementation

Deepparse is divided into three high-level compo-
nents: pre-processors, embeddings model, and tag-
ging model. The first component, the pre-processor,
is a series of simple handcrafted pre-processing
functions to be applied as a data cleaning proce-
dure before the embedding component, such as
lowercasing the address text and removing com-
mas. By default, Deepparse simply lowercase and
removes all commas in the address. The library
does not require a complex pre-processing pipeline,
but one can be defined and used more complex
one if needed since Deepparse is built so users can
handcraft and use a custom pre-processor during
this phase.

The last two components are illustrated in Fig-
ure 1. We can see that the embeddings model com-
ponent (black) encodes each token (i.e. word) of
the address into a recurrent dense representation.
At the end of the sentence, the component generates
a single dense representation for the overall address
generated from the individual address components.
Then, this address-dense representation is used as
input to the tagging model component (red), where
each address component is decoded and classified
into its appropriate tag. These two components
do not rely on named entity recognition to parse
addresses as opposed to the one proposed by Abid
et al. (2018).

Deepparse proposes two embeddings model ap-
proaches and four pre-trained tagging model archi-
tectures; all approaches can be used with CPU or
GPU setup. All pre-trained approaches have been
trained on our publicly available dataset8, based on
to the Libpostal dataset, and achieved parse accu-
racies higher than 99% on the 20 trained countries
without using pre or post-processing9.

The following sub-section will briefly discuss
how these two components work. For more de-
tails on the algorithms behind both components,
readers can refer to Yassine et al. (2020, 2022).
We will finish this section with a presentation on
Deepparse’s unique flexibility in developing a new

8https://github.com/GRAAL-Research/deepparse-
address-data

9The accuracy for each sequence is computed as the pro-
portion of the tags predicted correctly by the model. Predicting
all the tags correctly for a sequence yields perfect accuracy.
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address parser.

3.1 Embedding Model
Our objective was to build a single neural network
to parse addresses from multiple countries. Thus,
access to embeddings for different languages at
runtime was necessary. Since the use of alignment
vectors (Joulin et al., 2018; Conneau et al., 2017)
would have introduced the unnecessary overhead
of detecting of the source language to project word
embeddings from different languages in the same
space, Deepparse proposes the following two meth-
ods.

First, we use a fixed pre-trained monolingual
French fastText model. We chose French embed-
dings since this language shares Latin roots with
many languages in our test set. It is also due to
the large corpus on which these embeddings were
trained. We refer to this embeddings model tech-
nique as fastText.

Second, we use an encoding of words using
MultiBPEmb and merge the obtained embeddings
for each word into one word embedding using an
RNN. This method has been shown to give good
results in a multilingual setting (Heinzerling and
Strube, 2019). Our RNN network of choice is
a Bidirectional LSTM (Bi-LSTM) with a hidden
state dimension of 300. We build the word em-
beddings by running the concatenated forward and
backward hidden states corresponding to the last
time step for each word decomposition through
a fully connected layer of which the number of
neurons equals the dimension of the hidden states.
This approach produces 300-dimensional word em-
beddings. We refer to this embeddings model tech-
nique as BPEmb.

3.2 Tagging Model
Our downstream tagging model is a Seq2Seq
model. Using Seq2Seq architecture as tagging
model is effective for data with sequential pattern
(Huang et al., 2019; Omelianchuk et al., 2021; Jin
and Yu, 2021; Raman et al., 2022) such as ad-
dress. The architecture consists of a one-layer
unidirectional LSTM encoder and a one-layer uni-
directional LSTM decoder followed by a fully-
connected linear layer with a softmax activation.
Both the encoder’s and decoder’s hidden states
are of dimension 1024. The embedded address
sequence is fed to the encoder that produces hid-
den states, the last of which is used as a context
vector to initialize the decoder’s hidden states. The

decoder is then given a “Beginning Of Sequence”
(BOS) token as input, and at each time step, the
prediction from the last step is used as input. To
better adapt the model to the task at hand and to
facilitate the convergence process, we only require
the decoder to produce a sequence with the same
length as the input address. This approach differs
from the traditional Seq2Seq architecture in which
the decoder makes predictions until it predicts the
ends-of-sequence token. The decoder’s outputs are
forwarded to the linear layer, of which the number
of neurons equals the tag space dimensionality. The
softmax activation function computes probabilities
over the linear layer’s outputs to predict the most
likely token at each time step.

Deepparse proposes four pre-trained tagging
model architectures: one using each embedding
model approach, namely fastText and BPEmb,
and one using each embedding model approach
with an added attention mechanisms. Attention
mechanisms are neural network components that
can produce a distribution describing the inter-
dependence between a model’s inputs and out-
puts (general attention) or amongst model inputs
themselves (self-attention). These mechanisms are
common in natural language processing encoder-
decoder architectures such as neural machine trans-
lation models (Bahdanau et al., 2015) since they
have been shown to improve models’ performance
and help address some of the issues RNNs suffer
from when dealing with long sequences. Also, Yas-
sine et al. (2022) has shown that the attention mech-
anism has significantly increased performance for
incomplete addresses. Incomplete addresses do not
include all the components defined by a country-
written standard—for example, an address missing
its postal code. They are cumbersome and cause
problems for many industries, such as delivery
services and insurance companies (Nagabhushan,
2009).

Choosing a Model The difference between all
four models is their capabilities to generate bet-
ter results on unseen address patterns and unseen
language. For example, as shown in Yassine et al.
(2020), BPEmb embeddings models generate better
parsing on address from India, even if the language
and address pattern was unseen during training
compared to FastText embeddings model. How-
ever, this increase in generalization performance
comes at the cost of longer inference time (will be
discussed in section 4). As shown in Yassine et al.
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Figure 1: Illustration of our architecture using one of the two embedding model component (black) approach.
Each word in the address is encoded using an embedding model, in this case, MultiBPEmb (the BPE segmentation
algorithm replaces the numbers in the address with zeros). The embeddings are fed to a BiLSTM (rounded rectangle
with two circles). The last hidden state for each word is run through a fully connected layer (rounded rectangle with
one circle). The resulting embeddings are given as input to the tagging model components (red). The “S” in the
fully connected layer following the Seq2Seq decoder stands for the Softmax function.

(2022), models using the attention mechanism also
demonstrate the same improved generalization per-
formance compared to their respective embeddings
approaches but with the same cost of inference per-
formance. Thus, one must trade off generalization
performance over inference performance.

3.3 Developing a New Parser

One of the unique particularities of Deepparse is
the ability to develop a new parser for one’s specific
needs. Namely, one can fine-tune one of our pre-
trained models for their specific needs using our
public dataset or theirs. Doing so can improve
Deepparse’s performance on new data or unseen
countries, giving Deepparse great flexibility. As
shown in Figure 2, developing (i.e. fine-tuning) a
new parser using our pre-trained public models is
relatively easy and can be done with a few Python
lines of code.

Moreover, as shown in Figure 3, one can also
use Deepparse to retrain our pre-trained models on
new prediction tags easily, and it is not restricted
to the ones we have used during training, making
it flexible for new addresses pattern.

Finally, as shown in Figure 4 it is also possible to
easily reconfigure the tagging model architecture to
either create a smaller architecture, thus potentially
reducing memory usage and inference time, or in-
crease it to improve performance on more complex
address data. Also, one can do all of the above at
the same time.

4 Practical results

In this section, since Libpostal and Deeparse are
comparable in terms of accuracy, both are almost
perfect; we benchmark Deepparse memory us-
age and inference time with 183,000 addresses of
the Deepparse dataset. Our parsing experiment
processes 183,000 addresses using different batch
sizes (20, . . . , 29) and assesses memory usage and
inference time performance for Libpostal and Deep-
parse. Since Deepparse can batch address, we as-
sess the inference time as the average processing
time per address (i.e. Total time to process all addresses

183,000 =
time per address). Libpostal does not offer batch-
ing functionality. The experiment used a GPU and
a CPU to assess the accelerator’s gain. Thus, we
also assess GPU memory usage in our experiment
that uses such devices.

Our experiment was conducted on Linux OS
22.04, with the latest Python version (i.e. 3.11),
Python memory_profiler 0.61.0, Torch 2.0 and
CUDA 11.7 (done March 21, 2023). Our GPU
device is an RTX 2080.

Table 1 and Table 2 present our experiment re-
sults using respectively a GPU device or not (i.e.
CPU) with or without using batch processing. In
both tables, we can see that Libpostal achieved
better inference time performance. However, Deep-
parse still achieved interesting performance, partic-
ularly with batching that reduced by one order of
magnitude the average processing time of execu-
tion.
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a d d r e s s _ p a r s e r = A d d r e s s P a r s e r ( mode l_ type =" f a s t t e x t " )
a d d r e s s _ p a r s e r . r e t r a i n ( d a t a s e t , t r a i n _ r a t i o = 0 . 8 , epochs =5)

Figure 2: Code example to fine-tune our "FastText" pre-trained model on a new dataset for 5 epochs using a
80-20 % train-evaluation dataset ratio.

a d d r e s s _ p a r s e r = A d d r e s s P a r s e r ( mode l_ type =" f a s t t e x t " )
n e w _ t a g _ d i c t i o n a r y = { "ATag" : 0 , " AnotherTag " : 1 , "EOS" : 2}
a d d r e s s _ p a r s e r . r e t r a i n ( d a t a s e t , p r e d i c t i o n _ t a g s = t a g _ d i c t i o n a r y )

Figure 3: Code example to retrained our "FastText" pre-trained model on a new dataset with new tags.

GPU
Memory usage

(GB)

RAM
usage
(GB)

Mean time
of execution

(not batched) (s)

Mean time
of execution
(batched) (s)

fastText ∼1 ∼8 ∼0.0023 ∼0.0004
fastTextAttention ∼1.1 ∼8 ∼0.0043 ∼0.0007
BPEmb ∼1 ∼1 ∼0.0055 ∼0.0015
BPEmbAttention ∼1.1 ∼1 ∼0.0081 ∼0.0019

Libpostal 0 ∼2.3 ∼0.00004 ∼N/A

Table 1: GPU and RAM usage and average processing
time to parse 183,000 addresses using a GPU device
with or without batching.

RAM
usage
(GB)

Mean time
of execution

(not batched) (s)

Mean time
of execution
(batched) (s)

fastText ∼8 ∼0.0128 ∼0.0026
fastTextAttention ∼8 ∼0.0230 ∼0.0057
BPEmb ∼1 ∼0.0179 ∼0.0044
BPEmbAttention ∼1 ∼0.0286 ∼0.0075

Libpostal ∼1 ∼0.00004 ∼N/A

Table 2: RAM usage and average processing time to
parse 183,000 addresses using only CPU with or without
batching.

5 Future Development and Maintaining
the Library

As our development roadmap, we plan to improve
the documentation by adding a training guide on
how one can develop its address parser. Also, we
plan to offer new deep learning architecture that
leverages more recent progress, such as a Trans-
former based architecture and to support more
words embedding models, such as contextualized
embeddings like ELMO embeddings (Peters et al.,
2018). Moreover, we plan to offer a minimalist
application to address parsing for coding layper-
sons. Finally, we aim at improving inference time
performance by using recent integration of quan-
tization technique (Cheng et al., 2018; Wu et al.,
2020) in PyTorch, namely, “performing computa-
tions and storing tensors at lower bitwidths than
floating point precision” (PyTorch, 2023). The li-

brary is maintained mainly by the library authors,
and three to four releases are published yearly to
improve and maintain the solution.

6 Conclusion

In conclusion, we have described Deepparse, an ex-
tendable and fine-tunable state-of-the-art library for
parsing multinational street addresses. It is an open-
source library, has over 99.9% test coverage and
integrates easily with existing natural language pro-
cessing pipelines. Deepparse offers great flexibility
to users who can develop their address parser us-
ing our easy-to-use fine-tuning interface. Although
slower than the Libpostal alternative implemented
in low-level language C, Deepparse successfully
parses more than 99% of address components.
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Abstract

We present PyThaiNLP, a free and open-
source natural language processing (NLP)
library for Thai language implemented in
Python. It provides a wide range of software,
models, and datasets for Thai language. We
first provide a brief historical context of tools
for Thai language prior to the development of
PyThaiNLP. We then outline the functionali-
ties it provided as well as datasets and pre-
trained language models. We later summarize
its development milestones and discuss our ex-
perience during its development. We conclude
by demonstrating how industrial and research
communities utilize PyThaiNLP in their work.
The library is freely available at https://
github.com/pythainlp/pythainlp.

1 Introduction

In recent years, the field of natural language pro-
cessing has witnessed remarkable advancements,
catalyzing breakthroughs for various applications.
However, Thai has remained comparatively under-
served due to the challenges posed by limited lan-
guage resources (Arreerard et al., 2022).

Thai is the de facto national language of Thai-
land. It belongs to Tai linguistic group within
the KraDai language family. According to Ethno-
logue (Eberhard et al., 2023), there are 60.2 mil-
lion users of Central Thai, of which 20.8 million
are native (2000). If including the Northern (6
million, 2004), Northeastern (15 million, 1983),
and Southern (4.5 million, 2006) variants, there
are estimated 85.7 million users of Thais speakers
around the world.

Thai is a scriptio continua or has neither spaces
nor other marks between the words or sentences
in its most common writing style. (Sornlertlam-
vanich et al., 2000). The lack of clear word and
sentence boundaries leads to ambiguity that can-
not be disambiguated using merely just grammati-
cal knowledge (Supnithi et al., 2004).

Although many closed-source open APIs for
NLP have an ability to process Thai language1, we
believe that an open-source toolbox is essential for
both researchers and practitioners to not only ac-
cess the NLP capabilities but also gain full trans-
parency and trust on both training data and algo-
rithms.2 This allows the community to adapt and
further develop the functionalities as needed, mak-
ing a crucial step towards democratizing NLP.

This paper introduces PyThaiNLP, an open-
source Thai natural language processing library
written in Python programming language. Its fea-
tures span from a simple dictionary-based word
tokenizer, to a statistical named-entity recogni-
tion, and an instruction-following large language
model. The library was released in 2016 under an
Open Source Initiative-approved Apache License
2.0 that allows free use and modification of soft-
ware, including commercial use.

2 Open-source Thai NLP before
PyThaiNLP

Before PyThaiNLP started in 2016, some free and
open-source software do exist for different Thai
NLP tasks, but there were no unified open-source
toolkits that unified multiple tools or tasks in a sin-
gle library, and the number of available Thai NLP
datasets was low compared to high-resource lan-
guages like Chinese, English, or German.

Natural Language Toolkit (NLTK) (Bird and
Loper, 2004), one of the most comprehensive and
most popular NLP libraries in Python at the time,
did not support Thai. OpenNLP, another popular
free and open-source NLP toolkit written in Java,

1Such as those provided by commercial cloud service
providers and “AI for Thai”, the government-funded Thai AI
service platform at https://aiforthai.in.th/.

2For a discussion about concentrated power and the polit-
ical economy of ’open’ AI, see Widder et al. (2023).
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started having Thai models in version 1.4 (2008)3

but in version 1.5 (2010) Thai was no longer listed
in its supported languages4.

Open Thai language resources, like annotated
corpora, were also limited in size and num-
ber. “Publicly available” datasets tend to have re-
stricted access, either through restrictive licenses5

or the registration requirement, or both.
Because there is a few toolkits available, lim-

ited in documentation and performance, short of
rigorous benchmarking, and/or lack of mainte-
nance, Thai NLP reseachers had to spend their lim-
ited time and resources building basic components
and/or collecting a dataset before they could pro-
ceed further for more advanced problems. The lim-
ited availability of source codes and datasets also
affects reproducibility.

Examples of Thai NLP tools and datasets before
PyThaiNLP:

• Word tokenization: ICU BreakIterator
(IBM Corporation et al., 1999) [Unicode
License] based on Gillam (1999), LibThai
(Thai Linux Working Group, 2001) [LGPL],
KU Wordcut (Sudprasert and Kawtrakul,
2003) [GPL], SWATH (Charoenporn-
sawat, 2003) [GPL] based on Meknavin
et al. (1997), LexTo (National Electronics
and Computer Technology Center, 2006)
[LGPL], OpenNLP (Bierner et al., 2008)
[LGPL], TLex (Haruechaiyasak and Kongy-
oung, 2009) [Freeware], and wordcutpy
(Satayamas, 2015) [LGPL]. Haruechaiyasak
et al. (2008) provided a comparative study of
some of these tools.

• Part-of-speech (POS) tagging: OpenNLP
and RDRPOSTagger (Nguyen et al., 2014)
[GPL] support Thai POS tagging. There
are corpora such as ORCHID (Sornlertlam-
vanich et al., 1999) and NAiST (Kawtrakul

3
https://opennlp.sourceforge.net/models-1.4.

Its README from December 2008 also mentioned
Thai components: https://web.archive.org/web/
20081219153426/http://opennlp.sourceforge.net/
README.html

4
https://opennlp.sourceforge.net/models-1.5.

Arreerard et al. (2022), however, reports that Apache
OpenNLP supports these basic Thai NLP tasks: word
tokenization, part-of-speech tagging, and sentence detection.

5Even today, this practice continues: take, for in-
stance, the LST20 corpus from NECTEC, which has mul-
tiple layers of linguistic annotation. However, the free
version can only be used for non-commercial purposes.
See https://opend-portal.nectec.or.th/en/dataset/
lst20-corpus.

et al., 2002) which provide not only POS but
also word boundaries.

• Named-entity recognition (NER): Polyglot
(Al-Rfou, 2015) [GPL], a multilingual NLP
software, supports Thai NER based on Al-
Rfou et al. (2015). For datasets, BEST-
2009 corpus (Kosawat et al., 2009) is avail-
able but cannot be used commercially, as
its license is Creative Commons Attribution-
NonCommercial-ShareAlike Public License.

• Automatic speech recognition (ASR): Thai
Language Audio Resource Center (Thai
ARC) corpus (Hoonchamlong et al., 1997)
provides audio recordings of dialects and
speech styles, with transcripts; it is not de-
signed specifically for ASR. NECTEC-ATR
(Kasuriya et al., 2003a), LOTUS (Kasuriya
et al., 2003b), LOTUS-BN (Chotimongkol
et al., 2009), LOTUS-Cell (Chotimongkol
et al., 2010), CU-MFEC (Kertkeidkachorn
et al., 2012) and TSync-2 are ASR corpora
for different domains and tasks; their licenses
are not fully open. See Charoenporn et al.
(2004), Wutiwiwatchai and Furui (2007), and
Kertkeidkachorn et al. (2012) for reviews.

Apart from the ones listed above, more open-
source Thai word tokenizers were released after
2009 as a result of BEST (Benchmark for En-
hancing the Standard of Thai language process-
ing) evaluation for Thai word segmentation orga-
nized by the National Electronics and Computer
Technology Center (NECTEC) in 2009 (Kosawat,
2009), and 20106. Unfortunately, these tokenizers
are no longer maintained and are not accessible at
the time of writing. The most impactful contribu-
tion from BEST, however, is the BEST-2010 word
segmentation dataset that was publicly released.
This dataset provides a basis for a lot of modern
Thai open-source word segmentation software.

We should also mention the Thai Language
Toolkit (TLTK) (Aroonmanakun and Thamron-
grattanarit, 2018). While releasing its source
code a few years after, it is richer in features
than PyThaiNLP at the time. Its first release on
Python Package Index (version 0.3.4, February
2018) includes statistical syllable and word seg-
mentation (Aroonmanakun, 2002), POS tagging,
and spelling suggestion. Its latest version, as

6
https://thailang.nectec.or.th/archive/

indexa290.html
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of writing, features discourse unit segmentation,
NER, grapheme-to-phoneme conversion, IPA tran-
scription, romanization, and more. To date, TLTK
and PyThaiNLP are the only two comprehensive
Thai NLP libraries for Python. However, TLTK’s
documentation is still quite limited.

3 PyThaiNLP and Its Ecosystem

Our primary objective is to ensure the user-
friendliness and simplicity of the library. Draw-
ing inspiration from NLTK, we follow nu-
merous established interfaces. For example,
word_tokenize and pos_tag. In addition, we
also create datasets and pre-trained models for the
Thai language. Figure 1 illustrates the overview
of PyThaiNLP’s functionalities and its ecosystem.
Table 1 displays the development milestones of
PyThaiNLP.

We will discuss here only popular features and
major datasets/models.

3.1 Features

3.1.1 Word and Sentence Tokenization
PyThaiNLP supports many word tokenization al-
gorithms.7 The default algorithm is NewMM
which is dictionary-based maximum matching
(Sornlertlamvanich, 1993) and utilizes Thai char-
acter cluster (Theeramunkong et al., 2000). The
pure-Python tokenizer performs reasonably well
on public benchmarks. Chormai et al. (2020)
demonstrated that it is the fastest word tokenizer
on the BEST 2010 benchmark, with 71.18% ac-
curacy (compared to state-of-the-art at 95.60%).
Thanathip Suntorntip ported NewMM to Rust pro-
gramming language8, resulting in an even faster
word tokenizer in our toolbox.

For sentence tokenization, we trained a condi-
tional random field (CRF) model, using python-
crfsuite (Peng and Korobov, 2014), on translated
TED transcripts and Thai sentence boundaries are
assumed to be denoted by English sentence bound-
aries (Lowphansirikul et al., 2021b).

3.1.2 Spell Checking
For spell checking, we have many engines; the
Norvig (2007) one uses a spelling dictionary

7For the ease of experimenting with different word
tokenization algorithms, Pattarawat Chormai has cre-
ated a Thai word tokenizers collection as a Docker
container image: https://github.com/PyThaiNLP/
docker-thai-tokenizers.

8
https://github.com/pythainlp/nlpo3

from Thai National Corpus (Aroonmanakun et al.,
2009), symspellpy (mmb L, 2018) that is a Python
port of SymSpell v6.7.1, and phunspell (Wright,
2021) that is a port of Hunspell.

3.1.3 Phonetic Algorithm and Transliteration
PyThaiNLP supports a couple of grapheme-to-
phoneme (g2p) conversion engines. We trained
Thai-g2p model with data from Wiktionary9, a
free online dictionary.

PyThaiNLP implemented many Thai Soundex
algorithms. For example, Lorchirachoonkul
(1982), Udompanich (1983), Thai-English cross-
language Soundex (Suwanvisat and Prasitjutrakul,
1998), and MetaSound (Metaphone-Soundex com-
bination) (Snae and Brückner, 2009).

PyThaiNLP supports the following transliter-
ation implementations: Thai romanization us-
ing the Royal Thai General System of Tran-
scription (RTGS), transliteration of romanized
Japanese/Korean/Mandarin/Vietnamese texts to
Thai using Wunsen library (cakimpei, 2022)10,
and Thai word pronunciation.

3.1.4 Sequence Tagging (NER and POS)
We create a named-entity recognition model called
Thai NER (Phatthiyaphaibun, 2022) by finetun-
ing the WangchanBERTa model (Lowphansirikul
et al., 2021a) and CRF model.

For part-of-speech tagging, we trained a CRF
tagger, a perceptron tagger (Honnibal, 2013), a
unigram tagger, and finetuned the Wangchan-
BERTa model. The POS training sets are derived
from ORCHID corpus (Sornlertlamvanich et al.,
1999), Blackboard Treebank annotated based
on the LST20 Annotation Guideline (Boonkwan
et al., 2020), and Parallel Universal Dependencies
(PUD) treebanks (Smith et al., 2018).

3.1.5 Coreference Resolution and Entity
Linking

For coreference resolution, we create Han-Coref,
a Thai coreference resolution corpus and model
(Phatthiyaphaibun and Limkonchotiwat, 2023).

For entity linking, PyThaiNLP supports it using
BELA model (Plekhanov et al., 2023).

3.1.6 Word Embeddings
We extract token embeddings from our thai2fit
(Polpanumas and Phatthiyaphaibun, 2021), a

9
https://www.wiktionary.org/

10The library implements various transliteration systems
that recommended by the Royal Society of Thailand.
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Figure 1: Functionalities, datasets, and pre-trained language models available in PyThaiNLP’s ecosystem.

word-level ULMFiT language model (Howard and
Ruder, 2018) (Howard and Gugger, 2020) trained
on Thai Wikipedia, and use them as word em-
beddings for PyThaiNLP. It was the state-of-the-
art pre-trained model in many Thai classification
benchmarks (Polpanumas and Suwansri, 2020) be-
fore the multilingual BERT model was released
(PyCon Thailand, 2019).

3.1.7 Machine Translation

We collaborated with VISTEC-depa Thailand
Artificial Intelligence Research Institute (AIRe-
search.in.th)11 to create the English-Thai transla-
tion dataset and model. The model outperformed
Google Translate on an out-of-sample test set at
the time of release (Lowphansirikul et al., 2021b).

3.1.8 Automatic Speech Recognition

In order to develop a dataset for ASR, PyThaiNLP
members contribute to the development of Com-
mon Voice corpus (Ardila et al., 2020), including
Thai sentence cleanup and validation rules for its
Sentence Collector12, an online campaign inviting
people to contribute Thai sentences, and offline
events for volunteers to contribute their voices and
voice validation.

Utilizing Common Voice Corpus 7.0, we cre-
ated a Thai ASR model in collaboration with

11AIResearch.in.th is an initiative co-funded by a research
university and a government agency, namely Vidyasirimedhi
Institute of Science and Technology (VISTEC) in Wang
Chan, Rayong, and the Digital Economy Promotion Agency
(depa) under the Ministry of Digital Economy and Society, to
create AI infrastructure for Thailand.

12
https://github.com/common-voice/

sentence-collector

AIResearch.in.th and achieved the lowest charac-
ter error rate in a benchmark (VISTEC-depa AI
Research Institute of Thailand, 2023).

3.2 Datasets

3.2.1 VISTEC-TPTH-2020: Word
Tokenization, Spell Checking and
Correction

VISTEC-TPTH-2020 is a Thai word tokenization
and spell checking dataset in the social media
domain, the largest one to date (Limkonchotiwat
et al., 2021). We collected 50,000 sentences from
top trending posts on Twitter in 2020 and selected
only posts with substantial character counts. This
dataset is a multi-task dataset, including mention
detection, spell checking, and spell correction.

3.2.2 Thai NER: Named Entity Recognition
Thai NER is a Thai named-entity recognition
dataset. We curated text from various domains
including news, Wikipedia articles, government
documents, as well as text from other Thai NER
datasets. The data is manually re-labeled for con-
sistency (Phatthiyaphaibun, 2022).

3.2.3 Han-Coref: Coreference Resolution
Han-Coref is a coreference resolution dataset con-
taining 1,339 documents in news and Wikipedia
domains (Phatthiyaphaibun and Limkonchotiwat,
2023).

3.2.4 scb-mt-en-th-2020: English-Thai
Machine Translation

scb-mt-en-th-2020 is an English-Thai sentence
pair dataset consisting of 1,001,752 text pairs
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(Lowphansirikul et al., 2021b). It is a collabora-
tive work with AIResearch.in.th.

3.3 Pre-trained Language Models

WangchanBERTa is an encoder-only pre-trained
Thai language model. Based on public bench-
marks, it is the current state-of-the-art (Lowphan-
sirikul et al., 2021a). It is also a collaborative work
with AIResearch.in.th.

WangChanGLM (Polpanumas et al., 2023) is
a multilingual instruction-following model fine-
tuned from XGLM (Lin et al., 2022).

4 Community and Project Milestones

4.1 Foundation Years (2016-2019)

Wannaphong Phatthiyaphaibun, a high school stu-
dent at the time, created PyThaiNLP in 2016 as a
hobby project. He wanted to create a simple Thai
chatbot in Python. He used PyICU as a word tok-
enizer and soon found out that Thai language did
not have a comprehensive NLP toolkit in Python
like NLTK (Bird and Loper, 2004). He decided
to create PyThaiNLP and hosted the project on
GitHub13.

After the first few official releases, following
Korakot Chaovavanich’s suggestion, a “Thai Natu-
ral Language Processing” group has been created
as a public Facebook group14. This serves as a
main venue to showcase PyThaiNLP’s capabilities
and a hub for Thai NLP researchers and practition-
ers to discuss the field. Today, the group has over
16,000 members and is Thailand’s largest NLP in-
terest group. This communication channel also
performs a recruiting function for us. The first of-
fline meetup of the group occurred in 24 May 2018
as a bird-of-a-feather session after a Data Science
BKK meetup15.

Many of our main contributors, such as Charin
Polpanumas and Arthit Suriyawongkul organi-
cally joined the project from the community. At
this stage, we created foundational capabilities
such as word tokenization, part-of-speech tagging,
subword tokenization, named-entity recognition,
and word vectors. A lot of code cleaning, re-
organization, and documentation also happened
around 2018-2019. This included the adoption

13
https://github.com/pythainlp/pythainlp

14
https://www.facebook.com/groups/thainlp

15
https://www.facebook.com/groups/thainlp/

permalink/564348637279964/

of PEP 484 type hints16 and other Python best
practices to make the code even more readable
and facilitate off-line type checkers. The adoption
of PyThaiNLP can be reflected by the number of
stars on GitHub the project received over the years
(Figure 2).

4.2 Gaining Resources for Large Language
Models (2019-present)

The growing activity of PyThaiNLP development
can be seen from the number of code commits
to the Git repository, which reached its peak in
Q4 201917. In 2020, the project began a col-
laboration with AIResearch.in.th. Their main fo-
cus was to create and distribute open-source mod-
els and datasets. This collaboration has pro-
vided PyThaiNLP with computational resources
we need to scale up our operations as well as addi-
tional developers for maintaining the project, such
as Lalita Lowphansirikul.

Under the collaboration, we have built an
English-Thai sentence pair dataset and the
state-of-the-art English-Thai translation model
(Lowphansirikul et al., 2021b), the RoBERTa-
based monolingual language model Wangchan-
BERTa (Lowphansirikul et al., 2021a), and most
recently the multilingual instruction-following
model WangChanGLM (Polpanumas et al., 2023).

Due to limited computational and human re-
sources, we prioritize features with the high-
est impact-to-effort ratio. For example, during
2019-2020, there were two types of dominant
transformer-based language models: encoder-only
BERT family and decoder-only GPT family. We
opted to pursue the encoder-only models and
trained WangchanBERTa because, at the time, it
required relatively fewer resources to train and had
better performance across impactful tasks such as
text classification, sequence tagging, and extrac-
tive question answering. It was not until decoder-
only models proved to create more value-added
in 2022 that we started to train such models as
WangChanGLM.

4.3 Community and Infrastructure for
Software Quality

It is important to be noted that the community not
only made contributions in the form of feature im-
provements but also in the areas of documenta-

16
https://peps.python.org/pep-0484/

17
https://github.com/PyThaiNLP/pythainlp/

graphs/contributors
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Years Notable Features
2016 Word tokenization, part-of-speech tagging
2017 Soundex, spell checking, WordNet support
2018 Text classification language model, NER corpus/model, date and time parsing/formatting
2019 Syllable tokenization, date and time spell out
2020 ASR model, machine translation dataset/model, grapheme-to-phoneme conversion
2021 Autoencoding language model, word-to-phoneme conversion
2022 Dependency parsing, nested NER, text augmentation
2023 Coreference resolution dataset/model, generative language model

Table 1: Notable features introduced to PyThaiNLP over the years.

tion, including computational documentation (e.g.,
Jupyter notebooks), improving code quality and
test suite, and streamlining software testing and
delivery. Some of which may not be visible to the
users but are crucial for the development of the
project.

On the infrastructure side, test automation and
continuous integration (CI) helps us systemati-
cally reinforce code style, detect code security vul-
nerabilities, maintain code coverage, and test the
library in different computer configurations.

We were since 2017 rely on free Travis CI18

and AppVeyor19 for continuous integration work-
flow and later in June 2020 completely migrated
to GitHub Actions20. Every GitHub pull requests
will go through Black21 for code formatting and
Flake822 for PEP 8 code style23 and cyclomatic
complexity checks (McCabe, 1976). pip installa-
tion package will be built and tested against the
test suite in Linux, macOS, and Windows24. The
package then can be automatically publish to the
Python Package Index directly from the CI, once
it passed all the tests in every platform.

PyThaiNLP code coverage reached 80% to-
wards the end of 2018, compare to under 60% in
2017. Code coverage is a metric that can help as-
sess the quality of the test suite, and it therefore re-
flects how well the functionalities are thoroughly
tested. The coverage went over 90% in August

18
https://www.travis-ci.com/

19
https://www.appveyor.com/

20
https://github.com/features/actions

21
https://github.com/psf/black

22
https://flake8.pycqa.org

23
https://peps.python.org/pep-0008/

24Easy installation and consistent behavior across plat-
forms are what we aim for. This is one of the reasons why
we developed a pure-Python NewMM. The previous imple-
mentation of our default word tokenizer requires marisa-trie,
a trie data structure library in C++. Unfortunately, marisa-trie
does not officially support mingw32 compiler on Windows.

2019 and kept stable at this level until 202225.
From early 2022, we experienced a gradual

drop of the code coverage to 80%. The main rea-
son is a growing number of features that require
a large language model that cannot fit inside our
standard GitHub-hosted runners. We have to re-
move some of the tests for those features. Before
2022, we also tested our library against versions
of CPython and PyPy, but now it has been reduced
to only CPython 3.8 due to the lack of support
for other Python versions in some of our machine
learning dependencies.

Some of the common code improvements we
made after analyzing code coverage and other tests
were the removal of unused code, fixing inconsis-
tent behavior in different operating systems, bet-
ter handling of a very long string, empty string,
empty list, null, and/or negative values, and better
handling of exceptions in control flow, resulting a
code that is smaller and more robust.

5 PyThaiNLP in the Wild

5.1 PyThaiNLP and Its Research Impact

Researchers worldwide use PyThaiNLP to work
with Thai language. For instance, for word tok-
enization in cross-lingual language model pretrain-
ing (Lample and Conneau, 2019), universal de-
pendency parsing (Smith et al., 2018), and cross-
lingual representation learning (Conneau et al.,
2020). In addition, research and industry-grade
tools namely SEACoreNLP26, an open-source ini-
tiative by NLPHub of AI Singapore, and spaCy
(Honnibal et al., 2020) include PyThaiNLP as part
of their toolkit.

25Our code coverage is measured by coverage.py which is
included in our continuous integration workflow. The cover-
age stats are made available online by Coveralls at: https:
//coveralls.io/github/PyThaiNLP/pythainlp

26
https://seacorenlp.aisingapore.net/docs/
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5.2 PyThaiNLP and Its Industry Impact

PyThaiNLP is used in many real-world business
use cases in firms of all sizes both domestic and
international. User feedback generally highlights
how the library has sped up their product devel-
opment cycles involving Thai NLP as well as its
effectiveness in terms of business outcomes. The
most frequently used functionalities are tokeniza-
tion and text normalization. We introduce here se-
lected use cases from national and multinational
firms in banking, telecommunication, insurance,
retail, and software development.

Siam Commercial Bank (BKK:SCB; USD
10B market cap) is one of Thailand’s largest
banks. The bank operates a chatbot to automat-
ically answer customer queries. Their data ana-
lytics team finetuned WangchanBERTa for intent
classification to enhance its question-answering
capabilities as well as to detect personal informa-
tion in customers’ inputs in order to exclude them
from their internal training sets. Moreover, the
team relies on basic text processing functions such
as tokenization and normalization to speed up their
development process. They have also found the
published performance benchmarks to be useful
when selecting models for their tasks.

True Corporation (BKK:TRUE; 6B) is one of
the two providers in Thailand’s duopoly telecom-
munication market. Its subsidiary, True Digital
Group, uses PyThaiNLP both for digital media
analysis and for recommendation engine on pro-
duction. They featurized their Thai-text contents
using thai2fit word vectors and saw a noticeable
uplift in user engagement and subsequent business
outcomes. They also combined our word vectors
with Top2Vec (Angelov, 2020) to perform topic
modeling and improve customer experience.

Central Retail Digital (BKK:CRC; 6B) is a
digital transformation unit serving Central Retail,
Thailand’s largest department store. Their data
science team used PyThaiNLP mainly to enhance
search and recommendation offerings across five
business units and other six million customers.
Word tokenization and text normalization were
used to preprocess product information and search
queries as input for the product search system.
Since most search systems are built for languages
with white spaces as word delimiters, this prepro-
cessing step has allowed their product search to
outperform out-of-the-box solutions which are not
compatible with Thai. For content-based recom-

Figure 2: Number of stars PyThaiNLP has received
from GitHub users over the years.

mendations, the team featurized production infor-
mation to create a model that recommends similar
products to customers.

AIA Thailand (HKG:1299; 109B global) is
the Thai headquarter of the global insurance firm
American Insurance Association. Their data sci-
ence team employs PyThaiNLP in analyzing their
inbound and outbound call logs using word tok-
enization, text normalization, stop word handling,
and local-time-format string handling functionali-
ties. For the inbound calls, they normalize and tok-
enize the logs to perform topic modeling and iden-
tify critical topics of conversation to emphasize
both automated voice bot and human staff train-
ing and allocation. This resulted in improved per-
centage of calls that the voice bot fulfilled success-
fully and reduced call waiting time. For the out-
bound calls, they perform keyword identification
from the logs processed by PyThaiNLP to gain in-
sights to improve customer retention.

VISAI is a VISTEC university spin-off that
provides machine learning tools and consulting
services. It has finetuned WangchanBERTa to
perform text classification, named entity recogni-
tion, and relation extraction on unstructured data
of their clients to create a queryable knowledge
graph. They also use tokenization and text normal-
ization functionalities to facilitate text processing
for all their NLP-based products.

6 Conclusion and Future Works

This paper introduces the PyThaiNLP library, ex-
plains its features and datasets (as illustrated in
Figure 1), and discusses the community and the
engineering project supporting the library.

By 2023, we will have implemented the open-
source version of most general NLP capabilities
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available in English for Thai27. We see the follow-
ing items as the next major milestones:

• Domain-specific datasets/models Some ca-
pabilities are not performing well on specific
use cases; for instances, named-entity recog-
nition in financial reports, medical terms
translation, and legal documents question an-
swering. We believe more domain-specific
datasets and models will help close this gap.

• Robust benchmark for Thai NLP tasks
As NLP has garnered more attention, more
models and datasets, both open- and closed-
source, will be available. It will, therefore,
be imperative to have a robust benchmark in
comparing the models’ performance and the
datasets’ quality.

• Correctness and consistency Search key
generation (such as Soundex), sorting, and
tokenization28 have to be deterministic and
strictly follow a specification, or an appli-
cation may behave in an unexpected fash-
ion. More test cases and verification might
be needed for these features.

• Efficient mechanism to load and manage
datasets/models To reduce the size of the li-
brary and to carter the use in a system with a
restricted network connection29.

• Seamless integration with language-
agnostic tools The ultimate goal is for
developers to no longer need PyThaiNLP as
Thai language is supported by standard NLP
libraries such as spaCy and Hugging Face
(Wolf et al., 2020). We have begun this work
with integrating our text processing functions
and models to spaCy.
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Limitations

In our current CI workflow, every code commit to
the repository triggers an automated test suit for all
supported platforms. The process can be challeng-
ing if our package depends on large language mod-
els (LLMs) because a single LLM can exhaust the
memory of our free-tier CI infrastructure. Some
of the components can be cached to reduce build
time, but they have to be loaded to the memory
in any case. This forced us to drop some LLM-
related tests and scarified the code coverage of the
library as discussed in Section 4.3.

Even we have a resource to do such tests with
the current design, it is neither economical nor sus-
tainable. An improved test utilizing a stub, mock,
or spy (proxy) test pattern that provides an off-line
“fake inference” can help this. These techniques
have been proven useful in other software test-
ing involving expensive database/API queries or
network connections. Lyra (2019) and Microsoft
(2020) provide such examples, using the Python
Standard Library’s unittest.mock. This can re-
duce a number of times an LLM is actually be-
ing loaded/called. The required inference could be
handled either by a non-free tier CI plan from the
same or different provider (which should be more
affordable now due to reduced number of calls) or
by a computer outside the cloud.
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Abstract

Knowledge extraction from scientific litera-
ture is a major issue, crucial to promoting
transparency, reproducibility, and innovation
in the research community. In this work, we
present a novel approach towards the identifi-
cation, extraction and analysis of dataset and
code/software mentions within scientific liter-
ature. We introduce a comprehensive dataset,
synthetically generated by ChatGPT and metic-
ulously curated, augmented, and expanded
with real snippets of scientific text from full-
text publications in Computer Science using a
human-in-the-loop process. The dataset con-
tains snippets highlighting mentions of the
two research artifact (RA) types: dataset and
code/software, along with insightful metadata
including their Name, Version, License, URL
as well as the intended Usage and Provenance.
We also fine-tune a simple Large Language
Model (LLM) using Low-Rank Adaptation
(LoRA) to transform the Research Artifact
Analysis (RAA) into an instruction-based Ques-
tion Answering (QA) task. Ultimately, we re-
port the improvements in performance on the
test set of our dataset when compared to other
base LLM models. Our method provides a sig-
nificant step towards facilitating accurate, ef-
fective, and efficient extraction of datasets and
software from scientific papers, contributing to
the challenges of reproducibility and reusability
in scientific research.

1 Introduction

Scientific research is dynamically and rapidly
evolving, generating an overwhelming amount of
knowledge in the form of research outputs. The
vastness and the intricacies of scientific literature
makes it impossible for researchers to keep up with
all advancements in their respective fields, which
is critical to their research. Consequently, knowl-
edge discovery from scientific literature and re-
search artifact analysis (RAA) have gained signif-
icant prominence as fields. In recent years, many

new research artifact (RA) datasets have been con-
structed, with the goal of training models and cre-
ating benchmarks for the identification of a vari-
ety of RAs, both intangible (e.g. methods, tasks)
and tangible (e.g. datasets, software) (Wang et al.,
2022; Krüger and Schindler, 2020). Moreover, re-
cent efforts have been directed towards identifying
corresponding metadata and classifying those RAs
based on their functions, such as their usage and
provenance (Du et al., 2021; Schindler et al., 2021).

In this paper, our primary focus lies in introduc-
ing a novel RA dataset specifically designed for
dataset and software extraction. Our RA dataset
is constructed by leveraging ChatGPT 1 and the
full-text of scientific publications in the field of
Computer Science. It employs a human-in-the-loop
manual curation process and comprises snippets of
scientific text that encompass mentions of datasets
and software (RA mentions). Each snippet includes
a trigger keyword or keyphrase indicating the RA
mention, as well as a curated list of essential meta-
data, such as the Name, Version, License, URL,
Usage, and Provenance of the respective dataset or
software.

This RA dataset stands out from conventional
RA datasets commonly used in the academic liter-
ature, due to its unique formulation. Unlike con-
ventional approaches to RAA that focus on Named
RAs through Named Entity Recognition (NER) and
entity linking, our methodology addresses a signif-
icant oversight. Those approaches often neglect
unnamed and undocumented resources, leading to
implications for open science and reproducibility,
and rendering them out of scope. Our approach
unifies those tasks, including both named and un-
named RA mentions. Each RA mention is system-
atically mapped to a corresponding RA, along with
its associated metadata, as defined by the context of
the sentence (Fig. 1). The primary reason for this
approach is to create a dataset where all RA men-

1https://chat.openai.com/
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tions, whether explicitly named or not, are treated
with equal importance. This allows models trained
on this RA dataset to effectively identify the pres-
ence of RAs even in more complex and ambiguous
scenarios.

Additionally, we utilized the LoRA (Hu et al.,
2021) method to power the human-in-the-loop pro-
cess and fine-tune base LLM models on the con-
structed RA dataset. Employing a model trained
on this RA dataset can streamline the detection
of RAs within the body of scientific publications,
consequently improving the reproducibility of ex-
periments and fostering a comprehensive under-
standing of the research process. Furthermore, this
approach contributes to resource reusability by es-
tablishing a collection of crucial resources, acceler-
ating scientific progress, mitigating repetition, and
encouraging cross-disciplinary collaborations.

In the subsequent sections we provide detailed
insights into the methodology employed for dataset
construction (Secs. 3.1, 3.2, 3.3, 4.1). We also
discuss the training and evaluation of our LoRA
models (Secs. 3.5, 4.2), showcasing their effec-
tiveness in extracting RAs through comprehensive
benchmarking on our dataset’s test set (Sec. 6). By
comparing them to other base LLMs, we demon-
strate the feasibility of employing simpler LLM
models for successful and reliable RAA.

Our key contributions2 are as follows:

1. We created two novel datasets for RAA, con-
taining both synthetic and real RA mentions.
The construction of those RA datasets was
aimed to address issues present in other RA
datasets found in the literature, such as the
lack of unnamed RA mentions or even of all
named RA mentions in a given snippet.

2. We demonstrated the effective performance
of fine-tuned LLMs in RAA. Specifically, we
discovered that even small LLMs, like the
Flan-T5 Base model, when fine-tuned on our
RA datasets, excel at RAA, surpassing the
performance of larger, base models.

3. We conducted a comprehensive qualitative
evaluation of our novel RA datasets and the
models trained on them.

2All data and software resources can be accessed at
the following link: https://github.com/PetrosStav/
Research-Artifact-Analysis-NLP-OSS-2023-Paper.

2 Related Work

RAA has gained significant attention in recent
years. This extensive research has led to the in-
troduction of many important RA datasets related
to the disciplines of Computer Science, Biology,
Sociology and more. At the same time, important
breakthroughs have been made in the construction
of new novel machine learning models aimed to
achieve this task, taking advantage of a variety of
different technologies like Recurrent Neural Net-
works (RNNs) (Zeng and Acuna, 2020; Hou et al.,
2022; Schindler et al., 2020) and BERT-like archi-
tectures (Schindler et al., 2021; Färber et al., 2021).

The aforementioned RA datasets can be differ-
entiated into two types with respect to their for-
mulation and goal. The first type is characterized
by abstract RAs in the form of tasks, processes,
or materials like SemEval 2017 Task 10 (Augen-
stein et al., 2017), SciERC (Luan et al., 2018),
SciREX (Jain et al., 2020), the methods dataset
from (Färber et al., 2021) and SciRes (Zhao et al.,
2019). In contrast, the second type is aimed to the
identification of more strictly defined RAs, with
the Rich Context Competition dataset created by
the Coleridge Initiative3 at New York University,
NER Dataset Recognition (Heddes et al., 2021)
and DMDD (Pan et al., 2023) being characteris-
tic examples for dataset extraction and SoMeSci
(Schindler et al., 2021), Softcite (Du et al., 2021)
being characteristic examples for software extrac-
tion. Nevertheless, a mapping between those two
cases is not always possible. This divides RAA into
two tasks that are similar in concept but very dif-
ferent in practice. Furthermore, some RA datasets
further encompass the collection of RA metadata.
Two notable works that address the lack of such
RA datasets are Softcite and SoMeSci.

Our dataset differs significantly from common
standards in RA datasets through a holistic ap-
proach that prioritizes both named and unnamed
RA mentions. We annotate all RA mentions within
a snippet, effectively creating a connection between
those sharing the same name. That approach, sim-
ilar to those employed in the construction of the
Softcite and SoMeSci datasets, allows us to utilize
the information from all RA mentions for a specific
RA, providing a more comprehensive view. Con-
sidering the array of definitions for RA mention
"validity" across various RA datasets, it is essential

3https://coleridgeinitiative.org/
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for us to demonstrate the robustness and applicabil-
ity of our annotation schema.

Therefore, we compared our RA dataset with
five highly regarded datasets of RA mentions, in
order to highlight its novelty and differences, and
to explore how our broader scope could benefit fu-
ture applications. For example, we observed that
many of the existing RA datasets lack annotations
of unnamed RA mentions in a given snippet or even
aim only for the identification of named datasets or
software. The RA datasets we used for comparison
were Softcite and SoMeSci for software mentions,
and the Rich Context Competition dataset, NER
Dataset Recognition and DMDD for dataset men-
tions.

The exploitation of those RA datasets has been
largely demonstrated through the utilization of
RNN- and BERT-based models handling NER
tasks embodied by those datasets. In contrast, the
non-NER configuration of our RA dataset fosters
the training and deployment of alternative model
types. In our work, we use LLMs, fine-tuned with
the LoRA method, and tackle the RAA task as an
instruction-based QA task. This approach serves a
dual purpose: it enables us to evaluate those mod-
els’ performance when deployed on such tasks,
while simultaneously assessing the quality of our
newly introduced RA dataset.

3 Synthetic Dataset

In this section we describe the construction process
of the Synthetic dataset (Subsecs. 3.1, 3.2) and the
conversion of the RA mentions to question-answer
(QA) pairs (Subsec. 3.3). Next, we detail the split-
ting of the dataset into training, development, and
testing sets (Subsec. 3.4), and conclude with the
training of the LoRA model (Subsec. 3.5).

3.1 Dataset Creation
For the creation of our RA dataset, we strategically
harnessed the capabilities of ChatGPT to generate
a corpus of synthetic data imbued with mentions
of datasets and software. We formulated a prompt
(Tab. 6, App. A) that explained to ChatGPT the
notion of RAs, highlighting aspects such as their
validity, metadata, usage and provenance, along
with the task of RAA. Subsequently, we supplied
ChatGPT with positive examples that illustrated
valid RAs, as well as negative examples of invalid
RAs. Positive examples consist of snippets con-
taining valid dataset or software mentions, while
negative examples typically comprise snippets with

triggers that refer to general or encyclopedic refer-
ences (e.g. "most existing datasets"), which are out
of scope for most of the current approaches. We
then instructed ChatGPT to act as a data creator,
maintaining the structure and style of the examples.

Our dataset is meticulously structured to include
a comprehensive set of fields: Snippet, Type, Valid,
Name, Version, License, URL, Provenance, and
Usage. Within each RA mention, the snippet con-
tained one or multiple sentences, accompanied by
a trigger encapsulated within <m> and </m> tags
that also specifies the RA type (dataset or soft-
ware). The Name, Version, License and URL fields
of the RA require a text span within the snippet; in
cases where those are not present, a default value
of "N/A" is assigned. The Provenance and Usage
fields can take values "Yes" or "No" to indicate if
the RA was created or used by the authors of the
publication. It is essential to note that those values
must be supported by textual evidence in the snip-
pet. Thus, even if a RA is generally created or used
in the publication, the value is marked "Yes" only
if this fact is evident from the snippet itself. Two
characteristic examples of a valid and an invalid
RA mention instance are presented in Figs. 1 and
2 respectively.

Snippet In their study, the authors utilized the PyTorch
<m>library</m> (version 1.9.0) for deep learn-
ing experiments. PyTorch is released under the
BSD-3-Clause license. For more information, visit
https://pytorch.org/.

Type Software
Valid Yes
Name PyTorch

Version 1.9.0
License BSD-3-Clause

URL https://pytorch.org/
Provenance No

Usage Yes

Figure 1: An example of a RA mention containing all
metadata.

Snippet We leveraged the power of the Apache Spark framework for
distributed <m>data</m> processing. The code implementa-
tion is available on our project’s GitHub repository.

Type Dataset
Valid No

Figure 2: An example of an invalid RA mention.

Subsequently, our team of human curators4 gen-
erated additional examples using ChatGPT, by
specifying a range of attributes for ChatGPT to
focus on. Those included creating specific types

4The team of human curators comprises two MSc students
in Natural Language Processing (NLP) that worked on the
task.
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of RAs such as software or datasets, using a man-
ually curated set of keywords and keyphrases for
triggers, including metadata, and indicating usage
and provenance. Additionally, the curators were
able to determine the domain of the examples, such
as Computer Vision, NLP, BioInformatics, and so
on, or even specific linguistic features like using
complex language or mentioning RAs in several
sentences. Furthermore, effort was given to gener-
ating robust negative examples, taking into account
their complexity, diversity, and linguistic function
within the snippet.

The curated dataset of synthetic RA mentions
served as the seed for generating an augmented set
of positive and negative examples through a human-
in-the-loop process, resulting in the creation of
an expanded corpus of high-quality synthetic RA
mentions.

Moreover, we made an effort to address the com-
plex challenge of capturing snippets with multiple
RA mentions that pertain to more than one RA of
the same or different type. That mirrors more ac-
curately the true complexity and nature of the task.
The trigger words were derived from a manually
curated set of keywords and keyphrases, which in-
cluded the names of the RAs present within the
snippets. Consequently, models trained on our RA
dataset are equipped to adeptly extract RAs em-
ploying various trigger detection mechanisms and
are also enabled to acquire entity linking capabili-
ties, especially in scenarios where multiple triggers
(e.g., names and keyphrases) pertain to the same
RA.

3.2 Synthetic Data Augmentation

In the following stage, we employed a T5 model,
which had been trained on the ChatGPT paraphrase
dataset (Vladimir Vorobev, 2023), to augment our
synthetic data via a paraphrasing technique. This
involved substituting the trigger word in each snip-
pet with the [MASK] token, followed by running
the model to generate five paraphrased renditions
of the snippet. Each paraphrased snippet was then
checked, to ensure the presence of a single [MASK]
token within each snippet, thereby filtering out any
spurious hallucinations and noise.

3.3 QA Pairs Construction

Following the creation of the gold synthetic dataset,
we converted all RA mentions into QA pairs for
each metadata field, transforming the RAA to an
instruction-based QA task. The questions used are

depicted in Tab. 9 (App. C), with the value of
each metadata field serving as the answer (Fig. 3).
Those QA pairs were then structured into an input-
output format suitable for the LoRA training of the
LLM, further details of which will be presented in
Sec. 3.5.

In an effort to enrich our dataset, we introduced
a "special" type of QA pairs (Fig. 4) that are gen-
erated from the unique snippets of the RA dataset,
devoid of any <m> and </m> tags, by enumerating
all the RAs contained within each snippet. The con-
struction of the QA pairs for those instances adhere
to the aforementioned methodology. The question
is consistent across all instances, as illustrated in
Tab. 9 (App. C). The answer encompasses a list of
all RAs found within the snippet, classified by their
Type and Name, or marked as "unnamed" in the
absence of a Name. Multiple RAs are separated by
the "|" symbol. Those are then subjected to a simi-
lar augmentation process, discarding paraphrased
snippets that exhibited a discrepancy in the count
of RAs compared to the original instances.

Snippet Our experiments were conducted using the data processing
software datapro. The <m>software</m> version used was
1.5. It is distributed under the GNU Lesser General Public
License.

Question What is the name of the software defined in the <m> and </m>
tags?

Answer datapro

Figure 3: An example of QA pair.

Snippet The CIFAR-10 dataset was used by the authors to
assess the effectiveness of their image classifica-
tion algorithm. This data set is freely available at
https://www.cs.toronto.edu/kriz/cifar_fra.html.

Question List all artifacts in the above snippet.
Answer dataset : CIFAR-10 | software : unnamed

Figure 4: An example of a "special" QA pair.

As detailed in Tab. 1, prior to augmentation, the
Synthetic dataset consisted of 305 unique snippets,
1616 RA mentions, and 10212 QA pairs. After the
augmentation process, these figures were expanded
to 4235 unique snippets, 5446 RA mentions, and
35475 QA pairs. More detailed statistics about the
Synthetic dataset are depicted in Tab. 7 (App. B).

3.4 Train-Dev-Test Split

Given the meticulous process employed in the cre-
ation of the Synthetic dataset, special attention was
required to split our data into training, develop-
ment and testing sets. As mentioned previously
and showcased in Tab. 1, although the dataset cre-
ation process yielded a total of 5446 RA mentions
the original count of unique snippets was 305. For
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the process of data splitting, it is imperative to se-
lect instances from those unique snippets, rather
than the final instances. This was purposely done
to avoid the issue of knowledge leaking from the
training set to the test set.

Furthermore, it is crucial to ensure balance
among the three sets in terms of the RA types,
their validity (i.e. positive vs. negative instances),
the inclusion of each metadata field, as well as the
RA provenance and usage. To achieve this, we con-
ducted a systematic approach that considered the
distribution and characteristics of the RA mentions
within each set and across the three sets as a whole,
ensuring a comprehensive and fair representation
of the RA mentions.

3.5 LoRA Finetuning on the Synthetic Dataset

After transforming the Synthetic gold dataset to
QA pairs, we used it to fine-tune a Flan-T5 Base
model (Chung et al., 2022) using the LoRA method
(Hu et al., 2021). This model was chosen as it has
a relative good performance-to-parameter ratio and
can be used even from smaller research teams, with
limited computational resources.

We trained a LoRA model on top of the Flan-T5
Base model on the QA pairs using the Huggingface
PEFT library (Sourab Mangrulkar, 2022) for train-
ing and the Weights and Biases (W&B)5 platform
for logging, visualizations and the sweep hyperpa-
rameter tuning.

We trained our LoRA model on a single Quadro
RXT 5000 GPU for approximately 315 hours us-
ing a W&B sweep hyperparameter tuning set-
ting. We optimized for the best evaluation loss
on the development set in each run, and imple-
mented an early stopping mechanism with a pa-
tience of three epochs to ensure efficiency. We
achieved our best model with the hyperparameters
r = 16, alpha_lora = 16, lora_dropout = 0.4,
max_epochs = 5.

4 Hybrid Dataset

This section explores the creation of a Hybrid
dataset, focusing on the integration of RA men-
tions from synthetic and real snippets from scien-
tific publications (Subsec. 4.1), and fine-tuning
a LoRA model on the Hybrid dataset to enhance
generalizability and performance for the RAA task
(Subsec. 4.2).

5https://wandb.ai/site/research

4.1 Real Dataset Creation

As our Syntetic dataset was composed exclusively
of synthetic RA mentions, we sought to expand it
by incorporating gold-annotated RA mentions in
real snippets from scientific publications (GARS
dataset). This integration aimed to mitigate some
of the biases in the Synthetic dataset construction,
which originated from the repetitive and template-
driven generated language used in the RA mentions.
Such formatting is a concern as it could potentially
impede the generalization capabilities and perfor-
mance of models trained on the data.

Utilizing our best LoRA fine-tuned model on
top of Flan-T5 Base (LoRA-Sy), we developed a
tool that allows for automatic annotation of snip-
pets. The same team of human curators employed
this tool to annotate the full-text PDF files of a
small collection of scientific publications within
the Computer Science domain. Subsequently, this
data underwent meticulous curation, expansion,
and augmentation, as detailed in the previous sec-
tions. Similarly to the Synthetic dataset, the RA
mentions were then converted to QA pairs to trans-
form the RAA task into an instruction-based QA
task. By combining the Synthetic dataset with the
scientific publications dataset, we construct our Hy-
brid dataset (Tab. 1) comprising 15247 QA pairs
from 2539 RA mentions spotted in 382 unique snip-
pets, prior to augmentation and 45136 QA pairs
from 7112 RA mentions spotted in 5230 unique
snippets after the augmentation. More detailed
statistics about the Hybrid dataset are depicted in
Tab. 8 (App. B).

4.2 LoRA Finetuning on the Hybrid Dataset

We also performed fine-tuning on a LoRA model
using our Hybrid dataset. The LoRA model was
trained over a period of approximately 17 hours.
The selection of hyperparameters was consistent
with those that yielded the highest performance on
the Synthetic dataset 3.5. The decision to use those
particular settings was informed by the composi-
tion of the Hybrid dataset, which expanded upon
the Synthetic dataset by integrating the GARS data
into the training, dev, and test sets. This approach
facilitated an ablation study on the test subset of
the dataset, the findings of which will be explored
in a subsequent section.
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Synthetic Hybrid
Original Augmented Original Augmented

dataset software all dataset software all dataset software all dataset software all
Unique snippets 198 225 305 2051 2301 4235 258 298 382 2350 3047 5230

RA mentions 741 875 1616 2555 2891 5446 1010 1529 2539 3017 4095 7112
QA pairs 4548 5664 10212 15559 18592 35475 5921 9326 15247 18055 25504 45136

Table 1: Statistics for the Synthetic and Hybrid datasets.

5 Dataset Analysis & Comparisons

The previously introduced Synthetic and Hybrid
datasets consist of 35475 and 45136 QA pairs re-
spectively. Each QA pair revolves around a ques-
tion pertaining to a RA mention, as delineated in
Tab. 9 (App. C). Although large in quantity, they
encompass only 5446 and 7112 RA mentions re-
spectively, distinguishing them from large-scale
collections like DMDD with 449798 dataset men-
tions. However, our aim deviates from such vast
RA datasets, prioritizing quality over sheer quantity
due to the different annotation methodology.

A key characteristic of our dataset is that it is
comprised of QA pairs that have been generated
from a smaller pool of snippets. Those snippets,
containing references to RAs, have undergone var-
ious rounds of annotation and paraphrasing. This
process produces a multitude of differently phrased
snippets, each providing unique RA mentions of
the same RA while preserving the original contex-
tual information. This depth of RA mentions is
unique to our RA dataset and sets it apart from
others. To further illustrate where our dataset sits
within the existing research landscape, we offer
a comparison of our dataset’s key statistics with
those from other established RA datasets in Tab. 2.

Our manual annotation process has been exe-
cuted rigorously to ensure quality enhancements
across several aspects:

• All dataset and software mentions have been
annotated for a given snippet, regardless of
whether they are named, unnamed, or invalid.
That approach ensures comprehensive cov-
erage of all potential cases of RA mentions
within our RA dataset.

• We have strictly defined what constitutes a
negative example in our RA dataset, follow-
ing the convention presented in subsection
3.1. This approach ensures clarity by pre-
cisely defining how the snippets without any
RA mentions should be identified.

• We have meticulously curated our snippets
to highlight the diversity and complexity of
RA mentions, as outlined in previous sections.
That includes snippets with multiple RA men-

tions: (a) of the same or different type, (b) of
new, named, or unnamed RAs, and (c) of new
RAs (named or unnamed) interspersed with
already seen RAs. Those intricate patterns are
often stumbling blocks for models not prop-
erly trained to handle them. Through our pur-
poseful inclusion of such diverse and complex
RA mention patterns, we aim to train mod-
els on our RA dataset to effectively manage
a wide range of situations, thereby enhancing
their generalizability.

The emphasis on manual annotation in our RA
dataset is a result of our efforts to address the issues
we have encountered in other RA datasets. Those
issues include the following:

• In the case of named RAs an issue can be
observed in the DMDD dataset (Pan et al.,
2023), which was constructed by matching
terms found in the Paper with Code reposi-
tory6. Despite resulting in the inclusion of
valid terms, this approach fails to capture all
named datasets. An illustrative example can
be found in the sentence "We evaluate trained
translation models on wmt13 (Bojar et al.,
2013) and wmt14 (Bojar et al., 2014) for en-es
and en-fr, respectively." from the evaluation
subset of the DMDD dataset. Here, only the
"wmt14" dataset has been annotated due to
the absence of a matching term for "wmt13"
in the dataset construction.

• In terms of unnamed RAs, a significant num-
ber of RA datasets fail to acknowledge those
RA mentions or even consider them as neg-
ative examples. The latter case is a notable
characteristic of the NER Dataset Recognition
dataset (Heddes et al., 2021), where unnamed
dataset mentions are labeled as negative ex-
amples (Geen datasets), leading to differential
metric definitions in comparison to other RA
datasets. The broader issue of unnamed RAs
omission can also be observed in the Rich
Context Competition dataset, where phrases
like "our data" would not be annotated as a
RA mention. To a lesser extent, this issue is

6https://paperswithcode.com/
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Dataset Instance Unit Number of RA Mentions Metadata Available
Ner Dataset Recognition (Heddes et al., 2021) sentence 3416 -

Rich Context Competition paper 36597 -
bioNerDS (Duck et al., 2013) paper 920 -

NLP-TDMS (Hou et al., 2019) paper 1164 -
Dataset TDM-Sci (Hou et al., 2021) sentence 612 -

mentions SciERC (Luan et al., 2018) abstract 770 -
SciREX (Jain et al., 2020) paper 10548 -
DMDD (Pan et al., 2023) paper 449798 -
Synthetic Dataset (ours) snippet 2555 URL, License, Version, Provenance, Usage
Hybrid Dataset (ours) snippet 3017 URL, License, Version, Provenance, Usage

bioNerDS (Duck et al., 2013) paper 2625 -
SoSciSoCi (Schindler et al., 2020) method section/sentence 2385 -

Softcite v.1 (Du et al., 2021) paragraph 4093 URL, Version, Developer
Software Softcite v.2 (Howison et al., 2023) paragraph 5134 URL, Version, Type, Developer
mentions CZ Software Mentions (Istrate et al., 2022) sentence 20.11M Type

SoMeSci (Schindler et al., 2021) method section/full text/sentence 3756 URL, License, Version, Citation, Extension, Type,
Provenance, Usage, Developer

Synthetic Dataset (ours) snippet 2891 URL, License, Version, Provenance, Usage
Hybrid Dataset (ours) snippet 4095 URL, License, Version, Provenance, Usage

Table 2: Comparison of dataset and software mention statistics between ours and other RA datasets.

also observed in the Softcite (Du et al., 2021)
and SoMeSci (Schindler et al., 2021) datasets,
which miss out on references to machine learn-
ing models in certain cases.

Finally, it is important to acknowledge that our
definition of a RA mention within the context of
a snippet aligns significantly with the construct
employed by the SoMeSci dataset. The SoMeSci
dataset, which is dedicated exclusively to software
mentions, classifies those mentions into four cat-
egories: Application, Plugin, Operating System,
and Programming Environment, while also anno-
tating an extensive array of metadata. In our case,
we have adopted this formalism to encompass RA
mentions, without delving further into the corre-
sponding subtypes. The metadata we have anno-
tated includes the URL, Version, License, Prove-
nance, and Usage of each RA mention.

6 Experimental Results on Test Set

We conducted a series of tests using the top-
performing versions of the aforementioned LoRA
fine-tuned models as well as the original Flan-T5
Base and XL models. Those were employed to
evaluate the quality of information included within
our Synthetic and Hybrid datasets.7 Specifically,
we computed the respective scores of those four
models on the test sets of both RA datasets, aiming
to discern the advantages of the fine-tuning process
and to perform an ablation study to investigate the
effect of fine-tuning a model using synthetic data
versus synthetic data expanded by real data.

To ensure a balanced comparison between the
original and fine-tuned models, we modified the
prompts utilized by the original models (Tab. 10,
App. C). Those adjusted prompts refrain from pre-
supposing any specific training of the models to

7Due to its substantial size, the Flan-T5 XXL model was
not incorporated in this comparison.

answer in a particular manner, and consequently,
provide more comprehensive instructions. The
F1 score measures successful identification of a
valid RA mention or presence of specific metadata
(Name, License, Version, URL). For Usage and
Provenance metadata, it denotes successful iden-
tification of the RA’s use or creation by authors.
The exact match (EM) score, applicable for Name,
License, Version, and URL metadata, determines
exact lowercase match of the metadata text from
a provided snippet, provided the model correctly
identifies the presence of that metadata. The lenient
match (LM) score checks if the model’s answer in
lowercase is within the gold truth, or vice versa.
The results achieved by the four models on both
RA datasets are outlined in Tabs. 3 and 4. More-
over, detailed evaluation results of named versus
unnamed RA mentions can be found in App. D.

The original Flan-T5 Base and XL models
achieved a high level of success in discerning the
validity of RA mentions, as well as the associated
metadata such as the License, Version, and URL.
As anticipated, superior performance was observed
on the less complicated Synthetic dataset. Further-
more, the XL model surpassed the Base model,
particularly in identifying the Name, Usage, and
Provenance. Those outcomes endorse the high se-
mantic quality of both our RA datasets and show-
case the efficacy of LLMs in the RAA task.

The significance of the LoRA fine-tuning pro-
cedure is evident in the scores presented in Tabs.
3 and 4. The fine-tuned models remarkably out-
performed their base counterparts. In addition, the
LoRA Hybrid model (LoRA-Hy) generally outper-
forms the LoRA-Sy model when evaluated on both
the Synthetic and Hybrid datasets, indicating that
the inclusion of additional real-world RA mention
instances improves those models. Similar findings
were observed in the model tests on the GARS
dataset, as shown in Tab. 5. Notably, in the GARS
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Flan T5 base Flan T5 XL LoRA-Sy LoRA-Hy
Identification Extraction Identification Extraction Identification Extraction Identification Extraction

F1 EM LM F1 EM LM F1 EM LM F1 EM LM
Valid 0.841 - - 0.870 - - 0.967 - - 0.974 - -
Name 0.358 0.709 0.835 0.681 0.787 0.900 0.887 0.917 0.962 0.876 0.905 0.952

License 0.926 0.502 0.813 0.928 0.635 0.778 0.946 0.700 0.818 0.944 0.685 0.818
Version 0.677 0.620 0.816 0.942 0.687 0.865 0.975 0.620 0.626 0.979 0.755 0.767

URL 0.677 0.342 0.355 0.980 0.539 0.566 0.981 0.618 0.645 0.982 0.632 0.658
Usage 0.377 - - 0.772 - - 0.911 - - 0.914 - -

Provenance 0.537 - - 0.647 - - 0.939 - - 0.961 - -

Table 3: Experimental results on the test set of the Synthetic dataset.

Flan T5 base Flan T5 XL LoRA-Sy LoRA-Hy
Identification Extraction Identification Extraction Identification Extraction Identification Extraction

F1 EM LM F1 EM LM F1 EM LM F1 EM LM
Valid 0.766 - - 0.822 - - 0.938 - - 0.960 - -
Name 0.375 0.613 0.771 0.602 0.698 0.830 0.832 0.820 0.907 0.852 0.840 0.911

License 0.948 0.502 0.813 0.953 0.635 0.778 0.963 0.700 0.818 0.962 0.685 0.818
Version 0.738 0.620 0.816 0.935 0.687 0.865 0.973 0.538 0.571 0.983 0.755 0.767

URL 0.723 0.330 0.352 0.968 0.495 0.527 0.973 0.538 0.571 0.982 0.571 0.604
Usage 0.286 - - 0.765 - - 0.898 - - 0.921 - -

Provenance 0.523 - - 0.650 - - 0.895 - - 0.926 - -

Table 4: Experimental results on the test set of the Hybrid dataset.

results, the License and Version do not have extrac-
tion scores, as such metadata were not present in
those particular instances.

Interestingly, despite the fine-tuned models be-
ing built on the simpler Flan-T5 Base architecture,
they significantly outperformed Flan-T5 XL model
in this particular task. This suggests that a model
with a relatively small number of parameters, such
as the base Flan-T5 model (220M parameters),
can surpass a larger LLM, like the Flan-T5 XL
model (3B parameters), given appropriate fine-
tuning. The fine-tuning procedure effectively har-
nesses the parameters of the base model to learn
task-specific information, resulting in a model that
is both precise and efficient.

7 Qualitative Analysis

In this section, we delve into an analysis of some
representative examples of our models’ predictions,
aiming to demonstrate the impact of the LoRA fine-
tuning process on the model’s understanding of
this specific task. We initially explore two typical
instances of RA mentions, the first for a dataset
and the second for a software (refer to Figs. 5 and
6, App. E), to highlight the improvements brought
about by the fine-tuning of the Flat-T5 model.

Considering the dataset mention illustrated in
Fig. 5 (App. E), it is evident that the correct an-
swer is an unnamed dataset represented by "N/A".
Both of our LoRA fine-tuned models yielded the
correct result, in contrast to the base models. More
specifically, the Flan-T5 Base model erroneously
returned "100,000 reviews", while the Flan-T5 XL
model inaccurately produced the general term "cos-
tumer reviews" as a dataset name. The same error
is observed in the software mention depicted in Fig.
6 (App. E), where both base models failed to give
correct answers. The distinction in performance

can be traced back to our fine-tuning process, as
it allowed our models to understand that not every
name-like term in the snippet necessarily represents
a specific dataset.

An examination of different scenarios reveals
that the LoRA-Hy model exhibits superior perfor-
mance to the LoRA-Sy model in more complex
cases, like the provenance and usage question in-
stances in Figs. 7 and 8 (App. E).

The main shortcoming of our fine-tuned models
is their occasional inability to extract text-spans
from the given snippet to answer questions, despite
explicitly being fine-tuned for the task. This issue
is demonstrated in Fig. 9 (App. E). In this instance,
all models provided correct responses. However,
the answers generated by the LoRA-Hy model were
not exact excerpts from the original snippet text.
Consequently, this deviation from the snippet text
was considered an error in the evaluation process.

8 Discussion & Conclusions

In this work, we have made significant steps to-
wards knowledge discovery from scholarly litera-
ture and RAA by advancing the identification and
extraction of dataset and software mentions within
scientific literature, thereby addressing pressing
challenges in reproducibility and reusability of
RAs.

More specifically, by leveraging the capabilities
of ChatGPT in conjunction with meticulous human
curation, we streamlined the extraction of dataset
and software mentions. This innovative approach
made it possible to transform RAA from a NER
task to an instruction-based QA task. Furthermore,
we investigated how LLMs could be effectively em-
ployed for this task and how the LoRA fine-tuning
method can enhance such models when trained on
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Flan T5 base Flan T5 XL LoRA-Sy LoRA-Hy
Identification Extraction Identification Extraction Identification Extraction Identification Extraction

F1 EM LM F1 EM LM F1 EM LM F1 EM LM
Valid 0.375 - - 0.621 - - 0.847 - - 0.932 - -
Name 0.452 0.233 0.512 0.526 0.326 0.628 0.723 0.465 0.721 0.884 0.628 0.814

License 0.967 - - 1.000 - - 1.000 - - 1.000 - -
Version 0.811 - - 0.950 - - 0.967 - - 0.976 - -

URL 0.832 1.000 1.000 0.956 1.000 1.000 0.983 0.500 0.500 0.991 1.000 1.000
Usage 0.000 - - 0.697 - - 0.865 - - 0.945 - -

Provenance 0.341 - - 0.735 - - 0.851 - - 0.836 - -

Table 5: Experimental results on the test set of the GARS dataset.

RA datasets.
Through comprehensive examples and analy-

sis, we demonstrated the efficacy of both the RA
datasets and their associated models. Our results
not only confirm the feasibility of this specific ap-
proach to the RAA task but also indicate its poten-
tial as a powerful tool in future applications.

In future work, our RA datasets can be further
refined and expanded by including more represen-
tative snippets drawn from a broader and more
diverse assortment of scientific publications. This
will facilitate the creation of new and more gener-
alized RA datasets, helping to mitigate potential
biases and incorporate knowledge from various sci-
entific disciplines.

Limitations

In this section, we turn our attention to the limita-
tions inherent to our work. We provide a nuanced
understanding of the boundaries of our RA datasets
and methods, and we identify potential areas for
improvement in future work.

The RA datasets we developed for this work are
confined to snippets derived from scientific publi-
cations in Computer Science. As a result, models
trained on those RA datasets may struggle to ef-
fectively generalize to complex, domain-specific
scenarios in other scientific fields, such as those
found in Biomedical and Health Sciences, or Soci-
ology. Additionally, the RA datasets do not make
distinctions between closely associated RA types,
such as materials, repositories, and datasets or soft-
ware, models, and methods.

While the fine-tuned LLM models that we specif-
ically created and tested on our RA datasets yielded
commendable results in our experiments in compar-
ison to base Flan-T5 models, an evaluation against
the Flan-T5 XXL model was not possible. Such
an evaluation would have provided a significant
opportunity to assess their performance against an
even larger model.

Despite the considerable advancements in en-
riching the RA dataset with real examples drawn
from scientific publications, resulting in the Hybrid

dataset, the representation of RA mentions from sci-
entific publications is still relatively narrow. Con-
sequently, some uncommon cases of RA mentions
may be underrepresented or entirely absent within
our RA dataset. This observation emphasizes the
need for further enhancements to our RA dataset.
Future work could address this by incorporating a
more diverse selection of scientific publications.
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A ChatGPT Prompt

During the Synthetic dataset creation phase, the following ChatGPT prompt was employed (Tab. 6),
initiating an iterative and detailed annotation process. Starting with a small set of carefully curated
examples, we provided the prompt to ChatGPT, which generated new synthetic RA mentions with
characteristics similar to the examples. We meticulously selected certain generated instances that exhibited
specific properties, contributing to the richness and diversity of the dataset.

Furthermore, a key part of the process involved closely observing and collecting keywords and
keyphrases that ChatGPT associated with RA mentions. Gradually, we created a set of keywords
that acted as triggers for RA mentions, along with synthetic names for RA mentions.

When we gathered a sufficient collection of snippets, we leveraged the manually curated set of keywords
and keyphrases to perform exhaustive annotation of the snippets. The keywords and keyphrases were used
as triggers for RA mentions, including both named and unnamed RAs. That approach ensured a balanced
representation of RAs and prevented bias towards specific RA mentions.

You are DataCreatorGPT. Your task is to generate snippets that contain structured information about research artifacts extracted
from scientific publications. Each snippet includes a candidate research artifact highlighted by <m>and </m>tags.

For each publication snippet, you need to create the following metadata:

Artifact Type: Identify the type of research artifact specified within the <m>and </m>tags. The artifact could be a dataset,
software, method, etc.

Valid Artifact: Determine if the artifact within the <m>and </m>tags is a valid research artifact. A valid artifact is a tangible
input or output of the research publication. If the artifact is a general reference or functions as an adjective (for instance, "data"
in "data analysis tool"), it is considered invalid.

Name Extraction: Extract the name of the research artifact from the snippet. If no name is provided, mark it as "N/A".

Version Extraction: Extract the version of the research artifact from the snippet. If no version is mentioned, mark it as "N/A".

License Extraction: Extract the license of the research artifact from the snippet. If no license is indicated, mark it as "N/A".

URL Extraction: Extract the URL of the research artifact from the snippet. If no URL is provided, mark it as "N/A".

Provenance Classification: Determine whether the authors of the publication have created, generated, or introduced the research
artifact. This determination should be clearly evident from the snippet. The response should be "Yes" or "No".

Usage Classification: Determine whether the authors of the publication have used, implemented, utilized or com-
pared/benchmarked the research artifact. This determination should be clearly evident from the snippet. The response should be
"Yes" or "No".

Table 6: Prompt for ChatGPT used for the initial data creation and the human-in-the-loop process for the Synthetic
dataset.
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B RA Dataset Statistics

The details of the Synthetic and Hybrid datasets are summarized in Tabs. 7 and 8 respectively. Both
datasets began with a specific number of unique snippets, each containing multiple mentions of datasets
and software (RA mentions). These mentions may be accompanied by particular metadata (such as Valid,
Name, Version, License, URL, Provenance, and Usage) relevant to the RA in question. Corresponding
question-answer (QA) pairs are formulated for each RA mention and metadata field, utilizing Tab. 9 (App.
C). The resulting collection of QA pairs provides a basis for fine-tuning a Large Language Model (LLM)
using the LoRA method.

Original Augmented
Train Dev Test Train Dev Test

dataset software all dataset software all dataset software all dataset software all dataset software all dataset software all
RA mentions 554 647 1201 98 123 221 89 105 194 1981 2247 4228 292 335 627 282 309 591

valid 476 584 1060 87 107 194 69 98 167 1694 2022 3716 258 287 545 211 295 506
w. name 401 468 869 78 90 168 58 82 140 1422 1614 3036 226 237 463 171 243 414

w. version 42 235 277 11 61 72 0 57 57 122 762 884 33 151 184 0 178 178
w. license 142 192 334 38 46 84 20 47 67 519 616 1135 119 128 247 79 139 218
w. URL 224 171 395 38 38 76 16 20 36 764 593 1357 95 60 155 28 48 76

w. provenance 158 142 300 35 10 45 29 28 57 586 499 1085 118 30 148 115 81 196
w. usage 296 469 765 57 88 145 38 74 112 1016 1631 2647 160 222 382 88 241 329

Unique snippets 148 176 240 25 25 32 25 24 33 1589 1796 3298 232 258 474 230 247 463
Special QA pairs - - - - - - - - - 489 616 1059 64 71 124 64 84 140

All QA pairs 3419 4193 7612 620 765 1385 509 706 1215 12147 14432 27639 1840 2057 4021 1572 2103 3815

Table 7: Statistics for the Synthetic dataset.

Original Augmented
Train Dev Test Train Dev Test

dataset software all dataset software all dataset software all dataset software all dataset software all dataset software all
RA mentions 757 1126 1883 128 222 350 125 181 306 2332 3125 5457 331 507 838 354 463 817

valid 615 951 1566 108 189 297 93 149 242 1958 2712 4670 286 439 725 258 403 661
w. name 488 769 1257 88 152 240 75 120 195 1592 2199 3791 238 352 590 194 329 523

w. version 42 235 277 11 61 72 0 57 57 122 762 884 33 151 184 0 178 178
w. license 142 201 343 38 55 93 20 47 67 519 633 1152 119 131 250 79 139 218
w. URL 225 173 398 38 38 76 16 24 40 767 601 1368 95 60 155 28 63 91

w. provenance 175 235 410 36 39 75 33 53 86 620 673 1293 119 75 194 131 138 269
w. usage 427 770 1197 77 158 235 60 115 175 1262 2208 3470 186 344 530 130 332 462

Unique snippets 194 230 298 32 34 41 32 34 43 1815 2337 4027 257 369 605 278 341 598
Special QA pairs - - - - - - - - - 575 773 1267 73 90 147 72 106 162

All QA pairs 4456 6882 11338 776 1356 2132 689 1088 1777 14082 19458 34808 2047 3141 5335 1926 2905 4993

Table 8: Statistics for the Hybrid dataset.
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C Prompts for instruction-based QA

The transformation of the RAA task from RA mentions to an instruction-based QA task, characterized by
QA pairs, was achieved through the utilization of specific questions. These questions, as presented in
Tab. 9, were used in the training and testing of our LoRA fine-tuned models. To ensure a fair comparison
with the base Flan-T5 models during evaluation on our RA datasets’ test sets, necessary modifications
were made to these questions, as detailed in Tab. 10. The subsequent tables provide insight into this
transformation process, illustrating how each metadata field is restructured into a question, such that the
answer to that question, based on the RA mention’s snippet, corresponds to the metadata field value in the
RA mention.

In addition to the standard metadata-related questions, a "special" type of QA pair question, which is
not associated with a specific metadata field, is also included. That "special" type plays a crucial role in
the conversion of unique snippets into "special" QA pairs, which enumerate all the RAs in the snippet,
denoting their Type and Name.

Metadata Field Question
Valid Is there a valid [software/dataset] defined in the <m> and </m> tags?
Name What is the name of the [software/dataset] defined in the <m> and </m> tags?

Version What is the version of the [software/dataset] defined in the <m> and </m> tags?
License What is the license of the [software/dataset] defined in the <m> and </m> tags?

URL What is the URL of the [software/dataset] defined in the <m> and </m> tags?
Provenance Is the [software/dataset] defined in the <m> and </m> tags introduced or created by the authors of the publication in the

snippet above?
Usage Is the [software/dataset] defined in the <m> and </m> tags used or adopted by the authors of the publication in the snippet

above?
Special QA pairs List all the artifacts in the above snippet.

Table 9: Questions to convert the RA mentions to QA pairs.

Metadata Field Question
Valid Is there a valid dataset|software defined in the <m> and </m> tags? Answer only using "Yes" or "No".
Name What is the name of the [dataset/software] defined in the <m> and </m> tags? The answer must be a text span from the

Snippet. If you can’t answer the question then respond with "N/A".
Version What is the version of the [dataset/software] defined in the <m> and </m> tags? The answer must be a text span from the

Snippet. If you can’t answer the question then respond with "N/A".
License What is the license of the [dataset/software] defined in the <m> and </m> tags? The answer must be a text span from the

Snippet. If you can’t answer the question then respond with "N/A".
URL What is the URL of the [dataset/software] defined in the <m> and </m> tags? The answer must be a text span from the

Snippet. If you can’t answer the question then respond with "N/A".
Provenance Is the [dataset/software] defined in the <m> and </m> tags introduced or created by the authors of the publication in the

snippet above? Answer only using "Yes" or "No".
Usage Is the [dataset/software] defined in the <m> and </m> tags used or adopted by the authors of the publication in the snippet

above? Answer only using "Yes" or "No".
Special QA pairs List all artifacts in the above snippet. Answer with a list of artifacts in the format "artifact_type: artifact_name" separated by

"|" tokens.

Table 10: Modified questions to convert the RA mentions to QA pairs.
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D Evaluation results of named vs unnamed RA Mentions

In this Appendix, we present a detailed overview of the evaluation results for all models across the
Synthetic, Hybrid, and GARS test sets, categorizing them by named and unnamed RA mentions. The
unnamed RA Mentions do not have "Extraction" scores for the "Name" since there is no name to predict.
Similarly, in the GARS test set tables, specific metrics pertaining to Licence, Version, and URL extraction
do not have a score. This indicates that there is no such metadata in those particular instances.

Flan T5 base Flan T5 XL LoRA-Sy LoRA-Hy
Identification Extraction Identification Extraction Identification Extraction Identification Extraction

F1 EM LM F1 EM LM F1 EM LM F1 EM LM
Valid 0.918 - - 0.932 - - 0.994 - - 0.995 - -
Name 0.987 0.709 0.835 0.972 0.787 0.900 0.990 0.917 0.962 0.989 0.905 0.952

License 0.947 0.502 0.813 0.944 0.635 0.778 0.958 0.700 0.818 0.961 0.685 0.818
Version 0.688 0.544 0.779 0.944 0.625 0.838 0.985 0.581 0.588 0.989 0.735 0.750

URL 0.617 0.385 0.400 0.980 0.477 0.492 0.984 0.569 0.600 0.983 0.585 0.615
Usage 0.429 - - 0.811 - - 0.910 - - 0.919 - -

Provenance 0.484 - - 0.649 - - 0.941 - - 0.958 - -

Table 11: Experimental results on the named RA mentions of the Synthetic test set.

Flan T5 base Flan T5 XL LoRA-Sy LoRA-Hy
Identification Extraction Identification Extraction Identification Extraction Identification Extraction

F1 EM LM F1 EM LM F1 EM LM F1 EM LM
Valid 0.534 - - 0.728 - - 0.915 - - 0.933 - -
Name 0.387 - - 0.773 - - 0.925 - - 0.919 - -

License 0.883 - - 0.895 - - 0.919 - - 0.907 - -
Version 0.636 1.000 1.000 0.934 1.000 1.000 0.939 0.815 0.815 0.945 0.852 0.852

URL 0.849 0.091 0.091 0.977 0.909 1.000 0.971 0.909 0.909 0.977 0.909 0.909
Usage 0.154 - - 0.597 - - 0.915 - - 0.899 - -

Provenance 0.713 - - 0.644 - - 0.937 - - 0.966 - -

Table 12: Experimental results on the unnamed RA mentions of the Synthetic test set.

Flan T5 base Flan T5 XL LoRA-Sy LoRA-Hy
Identification Extraction Identification Extraction Identification Extraction Identification Extraction

F1 EM LM F1 EM LM F1 EM LM F1 EM LM
Valid 0.827 - - 0.879 - - 0.993 - - 0.989 - -
Name 0.977 0.613 0.771 0.949 0.698 0.830 0.968 0.820 0.907 0.975 0.840 0.911

License 0.959 0.502 0.813 0.964 0.635 0.778 0.972 0.700 0.818 0.973 0.685 0.818
Version 0.760 0.544 0.779 0.937 0.625 0.838 0.977 0.581 0.588 0.988 0.735 0.750

URL 0.693 0.362 0.388 0.983 0.438 0.463 0.979 0.487 0.525 0.985 0.525 0.562
Usage 0.340 - - 0.799 - - 0.883 - - 0.917 - -

Provenance 0.454 - - 0.700 - - 0.914 - - 0.947 - -

Table 13: Experimental results on the named RA mentions of the Hybrid dataset test set.

Flan T5 base Flan T5 XL LoRA-Sy LoRA-Hy
Identification Extraction Identification Extraction Identification Extraction Identification Extraction

F1 EM LM F1 EM LM F1 EM LM F1 EM LM
Valid 0.580 - - 0.721 - - 0.932 - - 0.948 - -
Name 0.422 - - 0.730 - - 0.926 - - 0.930 - -

License 0.923 - - 0.930 - - 0.946 - - 0.938 - -
Version 0.663 1.000 1.000 0.928 1.000 1.000 0.962 0.815 0.815 0.966 0.852 0.852

URL 0.807 0.091 0.091 0.916 0.909 1.000 0.977 0.909 0.909 0.974 0.909 0.909
Usage 0.099 - - 0.637 - - 0.943 - - 0.933 - -

Provenance 0.720 - - 0.554 - - 0.860 - - 0.889 - -

Table 14: Experimental results on the unnamed RA mentions of the Hybrid dataset test set.

Flan T5 base Flan T5 XL LoRA-Sy LoRA-Hy
Identification Extraction Identification Extraction Identification Extraction Identification Extraction

F1 EM LM F1 EM LM F1 EM LM F1 EM LM
Valid 0.333 - - 0.696 - - 0.989 - - 0.989 - -
Name 0.951 0.233 0.512 0.897 0.326 0.628 0.868 0.465 0.721 0.951 0.628 0.814

License 0.951 - - 1.000 - - 1.000 - - 1.000 - -
Version 0.822 - - 0.938 - - 0.951 - - 0.964 - -

URL 0.836 1.000 1.000 1.000 1.000 1.000 0.975 0.500 0.500 1.000 1.000 1.000
Usage 0.000 - - 0.738 - - 0.812 - - 0.933 - -

Provenance 0.222 - - 0.947 - - 0.941 - - 0.947 - -

Table 15: Experimental results on the named RA mentions of the GARS test set.
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Flan T5 base Flan T5 XL LoRA-Sy LoRA-Hy
Identification Extraction Identification Extraction Identification Extraction Identification Extraction

F1 EM LM F1 EM LM F1 EM LM F1 EM LM
Valid 0.462 - - 0.571 - - 0.919 - - 0.947 - -
Name 0.519 - - 0.667 - - 0.919 - - 0.974 - -

License 1.000 - - 1.000 - - 1.000 - - 1.000 - -
Version 0.788 - - 0.974 - - 1.000 - - 1.000 - -

URL 0.824 - - 0.857 - - 1.000 - - 0.974 - -
Usage 0.000 - - 0.583 - - 0.971 - - 0.971 - -

Provenance 0.571 - - 0.000 - - 0.615 - - 0.588 - -

Table 16: Experimental results on the unnamed RA mentions of the GARS test set.
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E Qualitative Analysis Examples

In this Appendix, we present a collection of QA pairs, along with the results produced by both the
LoRA fine-tuned and Flan-T5 base models. The QA pairs have been thoughtfully selected to support the
qualitative analysis elaborated in Sec. 7.

Snippet We manually collected a remarkable dataset consisting of <m>customer reviews</m> from various e-commerce websites.
This extensive dataset comprises 100,000 reviews encompassing diverse product categories. Researchers can request access
to this dataset by sending an email to alex@abc.com.

Question What is the name of the dataset defined in the <m> and </m> tags?
Answer "N/A"

Flan-T5 Base "100,000 reviews"
Flan-T5 XL "customer reviews"

LoRA-Sy "N/A"
LoRA-Hy "N/A"

Figure 5: Example of a dataset type RA mention, where the LoRA fine-tuned models outperform the original
Flan-T5 models.

Snippet In their study, the authors incorporated various research artifacts. They employed the Apache Spark (v3.1.2) distributed
computing framework and the hadoop (v3.3.1) big data processing <m>platform</m>. Apache Spark, licensed under the
Apache 2.0 license, allowed efficient processing and analysis of large-scale datasets. hadoop, also released under the Apache
2.0 license, provided a robust infrastructure for distributed storage and processing. Those artifacts were instrumental in
handling and analyzing massive amounts of data in their research.

Question What is the name of the software defined in the <m> and </m> tags?
Answer "hadoop"

Flan-T5 Base "Apache Spark"
Flan-T5 XL "Apache Spark (v3.1.2) distributed computing framework and the hadoop (v3.3.1) big data processing m>platform/m>"

LoRA-Sy "hadoop"
LoRA-Hy "hadoop"

Figure 6: Example of a software type RA mention, where the LoRA fine-tuned models outperform the original
Flan-T5 models.

Snippet The first comprehensive pre-trained multilingual model for phoneme representations, also known as <m>XPhoneBERT</m>,
is presented. On the downstream TTS task, XPhoneBERT significantly enhances the strong baseline vits and confirms its
effectiveness.

Question Is the software defined in the <m> and </m> tags introduced or created by the authors of the publication in the snippet
above?

Answer "Yes"
Flan-T5 Base "No"
Flan-T5 XL "Yes"

LoRA-Sy "No"
LoRA-Hy "Yes"

Figure 7: Example of LoRA-Hy model’s success in a provenance QA pair.

Snippet To overcome the issue of accuracy, we present the <m>Sparse-Quantized Representation (SpQR)</m> approach, a new
quantization and compressed format technique that delivers near-lossless compression of LLM models across model scales,
while maintaining similar levels of compression as previous techniques.

Question Is the software defined in the <m> and </m> tags used or adopted by the authors of the publication in the snippet above?
Answer "Yes"

Flan-T5 Base "No"
Flan-T5 XL "No"

LoRA-Sy "No"
LoRA-Hy "Yes"

Figure 8: Example of LoRA-Hy model’s success in a usage QA pair.
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Snippet To train <m>HeadlineSense</m>, our news headline classification model, we used the News Headlines Dataset, which
consists of headlines from news articles. The dataset is widely used for text classification tasks. It is released under the
Open Data Commons Attribution License (ODC-BY).

Question What is the name of the software defined in the <m> and </m> tags?
Answer "HeadlineSense"

Flan-T5 Base "HeadlineSense"
Flan-T5 XL "HeadlineSense"

LoRA-Sy "HeadlineSense"
LoRA-Hy "headline sense"

Figure 9: Example of a correct prediction of the LoRA-Hy model that was not a text-span from the snippet.
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Abstract

Zelda Rose is a command line interface for
pretraining transformer-based models. Its pur-
pose is to enable an easy start for users in-
terested in training these ubiquitous models,
but unable or unwilling to engage with more
comprehensive — but more complex — frame-
works and the complex interactions between
libraries for managing models, datasets and
computations. Training a model requires no
code on the user’s part and produce mod-
els directly compatible with the HuggingFace
ecosystem, allowing quick and easy distribu-
tion and reuse. A particular care is given to
lowering the cost of maintainability and future-
proofing, by making the code as modular as
possible and taking advantage of third-party li-
braries to limit ad-hoc code to the strict mini-
mum.

1 Introduction

Since their advent in machine translation (Vaswani
et al., 2017) and as a mean to obtain contextual
word representations (Devlin et al., 2019), trans-
former models have become ubiquitous in Natural
Language Processing. The latter use in particular
is almost impossible to avoid to develop state-of-
the-art NLP systems, the usual workflow being a
self-supervised pretraining step using unannotated
data, followed by a fine-tuning step for a down-
stream task, either as a module in a larger neural
architecture or as an end-to-end predictor.

Using these models and fine-tuning them on
downstream tasks has been made easier by li-
braries such as AllenNLP (Gardner et al., 2018),
FairSeq (Ott et al., 2019), MaChAmp (van der
Goot et al., 2021), Trankit (Nguyen et al., 2021). . .
and most of all Transformers (Wolf et al., 2020).
However, among these, only FairSeq and Trans-
formers provide interfaces to pretrain them.

While these libraries have considerably lowered
the barrier of entry for using these models, produc-

ing new ones remains an involved process. In par-
ticular training existing models on new data is not
trivial, making it hard to develop models for new
languages or specialty domains. This difficulty is
largely due to the number of moving pieces and op-
tions required for training these models with lim-
ited resources in a reasonable time.

Zelda Rose is meant to make pretraining trans-
formers models as simple as possible, in particu-
lar for users who would benefit from being able
to train or refine them on their own specialized
domains, but who are not necessarily interested
in controlling or customizing every possible as-
pect of the training process. This include among
researchers in domains other than NLP, software
engineers in the process of porting existing NLP
tools to new languages, and, generally speaking,
consumers of transformer models as opposed to
researchers interested in improving the models
themselves. It must therefore be a small tool, with
a limited and clearly defined purpose, as easy to
use and cheap to maintain as possible.

To this end, pretraining a transformer model us-
ing Zelda Rose does not require writing any code
(although it is easy to write code to extend its
capability or customize it), but running a simple
command. The configuration is done with entirely
with configuration files and command line options.
It can use any local datasets, models and configu-
rations as well as refer to HuggingFace Hub repos-
itory. It is also transparently compatible with the
SLURM scheduler to make it easier to run on com-
puting clusters.

2 Related works

To our knowledge, only two mainstream libraries
providing interfaces for pretraining transformer
models are FairSeq (Ott et al., 2019) and Trans-
formers (Wolf et al., 2020) (via its Trainer mod-
ule). Both of these are complete frameworks,
providing model implementations, data process-
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ing tools and training interfaces. While this al-
lows for a complete customization of the architec-
ture of the models and of the training process, it
can makes it less straightforward to train a known
model on new data or to get a precise sense of
what is happening during training, since it requires
an extensive knowledge of their often convoluted
code bases. In other words, while they are essen-
tial tools to build on, they are not necessarily the
most ergonomic for the need of all users. The tight
coupling of their model training utilities with their
library code also makes it hard to extend them, for
instance to make them compatible with new hard-
ware platforms or training techniques.

To avoid these complications, some works (such
as He et al. (2020) for DeBERTa), chose to build
projects entirely around the purpose of training a
single model, writing ad-hoc code more or less
from scratch. This obviates the need for learning
all the details of a specific framework, but is much
more involved in terms of engineering to design
the model and training code, run them and ensure
the reusability of the resulting artifacts. Overall,
this model would not be suitable for the use cases
that we target with Zelda Rose.

Between these two extremes of being com-
pletely integrated in an end-to-end framework or
to build from ad-hoc code, the choice we made
for Zelda Rose is a loose coupling with frame-
works. In practice, this means that users can train
new models by providing a configuration and a
dataset to a command line tool, which trains a
model using only high-level interfaces of third-
party libraries, each specialized in a specific as-
pect. For instance we use Pytorch-Lightning (Fal-
con and The PyTorch Lightning team, 2019) to
manage the training process, while the models im-
plementations come from Transformers, which al-
lows to benefits from all their respective innova-
tions while avoiding being restricted by their limi-
tations.

3 Design

3.1 User interface

From the point of view of a user, Zelda Rose
mainly consists of a command line interface,
which takes parameters related to the model archi-
tecture, task and training configurations and train-
ing platform. In its most basic form, it trains a
model on a masked language task using the same
hyperparameters as Liu et al. (2019):

zeldarose transformer \
--tokenizer roberta_base \
--model-config roberta_base \
--val-text dev_corpus.txt \
train_corpus.txt

The training parameters can be customized by
passing a configuration file in the TOML format.
For instance the default configuration would be

type = "mlm"

[task]
change_ratio = 0.15
mask_ratio = 0.8
switch_ratio = 0.1

[tuning]
batch_size = 64
betas = [0.9, 0.98]
epsilon = 1e-8
learning_rate = 1e-4
lr_decay_steps = 1048567
warmup_steps = 1024
weight_decay = 1e-5

The use of configuration files rather than com-
mand line flags or environment variables help
keeping track of the settings used (they can be di-
rectly redistributed with the models) for documen-
tation and reproduction. They are also easier to
version and to validate (in our case via Pydantic
(Colvin et al., 2023)).

On the other hands, parameters related to the
training platform are given as command line op-
tiuons, since they are specific to each invocation.
For instance --num-devices specifies the number
of devices (GPU, CPU cores. . . ) used for a train-
ing run. Other options include the type of devices
to use, the number of nodes to use when running
in SLURM. . .

So far, the tasks implemented are masked lan-
guage modeling (inspired by BERT Devlin et al.
(2019)), replaced token detection (from ELEC-
TRA (Clark et al., 2019) and DeBERTa v3 (He
et al., 2021)) and span-masking denoising (from
mBART (Liu et al., 2020)). Not all hyper-
parameters are configurable and some opinion-
ated choices are made (for instance at this point
the gradient descent algorithm used is AdamW
(Loshchilov and Hutter, 2019)) in order to keep
the configuration space manageable, which sim-
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plify the choice of a setting for user and reduces
the maintainability burden.

The model configurations given in input refer to
Transformers models, which can be loaded either
from a local file or from a repository on Hugging-
Face Hub1. This allow an easy reference to most
popular models. Users can also ask for the ini-
tialization of their model with already pretrained
weights for post-training (Zhuang et al., 2021),
which has been shown to significantly improve
model performances on domain-specific tasks. Fi-
nally, the outputs of Zelda Rose are Transformers-
compatible models, ready to be loaded in this li-
brary or uploaded to HuggingFace Hub for imme-
diate distribution.

3.2 Internal organization

The library is organized around two main building
blocks: tasks and datasets.

Datasets are managers for collections of sam-
ples, e.g. raw sentences or parallel sentences. They
contain the logic to load (from local files or re-
mote repositories), preprocess (including at least
tokenization, digitization and batching) and serve
batch of samples to the training modules. In or-
der to process large datasets with a limited mem-
ory footprint and enable caching, the data manage-
ment and processing parts currently use of Hug-
gingFace’s Datasets library (Lhoest et al., 2021),
wrapped in regular Pytorch and Pytorch-Lightning
objects to make this transparent to the rest of the
code and reduce the cost of changing this in future
extensions of Zelda Rose.

Tasks are abstractions for the process of —
given a model architecture and a configuration
—, providing an object (in practice a Pytorch-
Lightning training module) that implement the ac-
tual training process: generating targets from the
inputs (for self-supervised tasks), obtain parame-
ters for the optimization algorithm, run training
steps, compute losses and metrics. . . In practice,
since the models used are those implemented in
HuggingFace’s Transformers library (Wolf et al.,
2020), which handles the forward pass and the
loss computations, most tasks only have to spec-
ify target generation, optimization and monitoring-
related parts.

Finally, given a configuration, the main module
loads the appropriate task and dataset, to which it
delegates all task- and data-related aspects, while

1https://huggingface.co/models

taking care of the platform considerations, such
as how many training processes to spawn, which
devices to use and how many sample should they
each process at once, etc. according to the con-
figuration. This architecture allows for a clear
separation of concerns, making adding new tasks
and datasets quite easy. In practice, this is im-
plemented by having the main module build a
Pytorch-Lightning Trainer, which natively deals
with a large number of hardware and training
strategies and is actively maintained to follow the
state of the art, in turn allowing us to benefits from
the latest innovations at a relatively low mainte-
nance cost.

4 Challenges

The main challenge with such a library is its main-
tainability given a limited time budget. Indeed,
while the systematic reliance on third-party li-
braries rather than ad-hoc code as often as possi-
ble lets us benefit from their latest improvement
with very little engineering code a priori, it also
makes Zelda Rose dependent upon them for cor-
rectness and backward compatibility. This means
that every new release of a dependency has to be
checked with great care, as it could be introduc-
ing new bugs and it is often the case that slight
but significant behavior changes go unnoticed or
undocumented.

Undocumented behavior and implementation
details in the dependencies were also a burden for
the initial engineering effort and for subsequent ex-
tension of Zelda Rose (for instance when adding
new tasks). Indeed, for libraries of these sizes and
providing so many functionality, the documenta-
tion does not always follow the speed of bleeding
edge evolutions, and checking their source code di-
rectly is often necessary to ensure that we use their
interfaces correctly.

In other cases it was the lack of support for cer-
tain features required for the reproduction of exist-
ing work (such as embedding tying in the ELEC-
TRA and DeBERTa models) that made reaching
into private interfaces and monkey-patching neces-
sary. While the dynamic nature of these libraries
allow this, it makes part of our code much more
brittle than we would hope for and these parts have
to be checked for correctness with each new re-
lease.

This regular checking of non-regressions is
made harder by the nature of the tool. Since train-
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ing neural networks is not in general deterministic
and since bugs tend to manifest not as outright er-
rors but as degradation in performances, ensuring
that a modification did not introduce a bug can be
challenging. Indeed, it is often the case that such
a degradation would not be observed on toy ex-
amples but only on the larger scale of real world
examples. However, continuously running auto-
mated tests (in a continuous integration pipeline
for instance) at these scales is not realistic, reduc-
ing the safety provided by tests.

Moreover, the complexity of the dependencies
makes unit testing challenging, since it would of-
ten require mocking internals of these libraries.
Automated tests ran as part of the continuous in-
tegration pipeline of Zelda Rose are therefore lim-
ited to so-called smoke tests, which verify if the
tool runs, is able to train model in a variety of
configuration and produces viable output. Non-
regression tests, in contrast, are run manually, by
training a few select models in realistic conditions.
Since these are much more costly, they are only
ran before a new version of Zelda Rose is released.

5 Conclusion

Zelda Rose makes possible it to pretrain trans-
former models with very little effort, even in com-
plex environments. No custom code is needed
to train a model on new data, which should al-
low more people to participate in resource devel-
opment efforts. However, the modular design of
this tool also makes it easy to extend and to inte-
grate future developments in transformer models.

Building upon high level state-of-the-art frame-
works rather than custom engineering allows to
benefit from the latest innovations without too
much maintenance work. It is not without down-
sides as it still requires some work to ensure that
new releases of these dependencies do not intro-
duce bugs and it makes the parts of Zelda Rose
more complex to test individually. Overall, how-
ever, this design choice is still a net gain.

Planned future development in Zelda Rose will
focus on adding more tasks, which will be the oc-
casion to make the design even more modular by
allowing tasks to be external plugins. More efforts
will also be made on the instrumentation and test-
ing, to make the testing process more cumbersome
and add as many checks as possible of the repro-
ducibility of training results. Finally, since the aim
of this tool is to be useful beyond its developers,

future improvements will also in a large part be
guided by the requests of users, which we hope
will be numerous and relevant!
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Abstract

Large language models (LLMs) have recently
achieved human-level performance on a range
of professional and academic benchmarks. The
accessibility of these models has lagged behind
their performance. State-of-the-art LLMs re-
quire costly infrastructure, are only accessible
via rate-limited, geo-locked, and censored web
interfaces, and lack publicly available code and
technical reports.

In this paper, we tell the story of GPT4All, a
popular open source repository that aims to
democratize access to LLMs. We outline the
technical details of the original GPT4All model
family, as well as the evolution of the GPT4All
project from a single model into a fully fledged
open source ecosystem. It is our hope that
this paper acts as both a technical overview of
the original GPT4All models as well as a case
study on the subsequent growth of the GPT4All
open source ecosystem.

1 Introduction

On March 14 2023, OpenAI released GPT-4, a large
language model capable of achieving human level per-
formance on a variety of professional and academic
benchmarks. Despite the popularity of the release,
the GPT-4 technical report (OpenAI, 2023) contained
virtually no details regarding the architecture, hard-
ware, training compute, dataset construction, or training
method used to create the model. Moreover, users could
only access the model through the internet interface at
chat.openai.com, which was severely rate limited and
unavailable in several locales (e.g. Italy) (BBC News,
2023). Additionally, GPT-4 refused to answer a wide

∗Shared Senior Authorship

variety of queries, responding only with the now infa-
mous "As an AI Language Model, I cannot..." prefix
(Vincent, 2023). These transparency and accessibility
concerns spurred several developers to begin creating
open source large language model (LLM) alternatives.
Several grassroots efforts focused on fine tuning Meta’s
open code LLaMA model (Touvron et al., 2023; McMil-
lan, 2023), whose weights were leaked on BitTorrent
less than a week prior to the release of GPT-4 (Verge,
2023). GPT4All started as one of these variants.

In this paper, we tell the story of GPT4All. We com-
ment on the technical details of the original GPT4All
model (Anand et al., 2023), as well as the evolution of
GPT4All from a single model to an ecosystem of several
models. We remark on the impact that the project has
had on the open source community, and discuss future
directions. It is our hope that this paper acts as both a
technical overview of the original GPT4All models as
well as a case study on the subsequent growth of the
GPT4All open source ecosystem.

2 The Original GPT4All Model

2.1 Data Collection and Curation

To train the original GPT4All model, we collected
roughly one million prompt-response pairs using the
GPT-3.5-Turbo OpenAI API between March 20, 2023
and March 26th, 2023. In particular, we gathered GPT-
3.5-Turbo responses to prompts of three publicly avail-
able datasets: the unified chip2 subset of LAION OIG,
a random sub-sample of Stackoverflow Questions, and
a sub-sample of Bigscience/P3 (Sanh et al., 2021). Fol-
lowing the approach in Stanford Alpaca (Taori et al.,
2023), an open source LLaMA variant that came just be-
fore GPT4All, we focused substantial effort on dataset
curation.

The collected dataset was loaded into Atlas (Nomic,
2023)—a visual interface for exploring and tagging mas-
sive unstructured datasets —for data curation. Using At-
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las, we identified and removed subsets of the data where
GPT-3.5-Turbo refused to respond, had malformed out-
put, or produced a very short response. This resulted in
the removal of the entire Bigscience/P3 subset of our
data, as many P3 prompts induced responses that were
simply one word. After curation, we were left with a set
of 437,605 prompt-response pairs, which we visualize
in Figure 1a.

2.2 Model Training
The original GPT4All model was a fine tuned variant
of LLaMA 7B. In order to train it more efficiently, we
froze the base weights of LLaMA, and only trained a
small set of LoRA (Hu et al., 2021) weights during the
fine tuning process. Detailed model hyper-parameters
and training code can be found in our associated code
repository1.

2.3 Model Access
We publicly released all data, training code, and model
weights for the community to build upon. Further, we
provided a 4-bit quantized version of the model, which
enabled users to run it on their own commodity hard-
ware without transferring data to a 3rd party service.

Our research and development costs were dominated
by ∼$800 in GPU spend (rented from Lambda Labs and
Paperspace) and ∼$500 in OpenAI API spend. Our final
GPT4All model could be trained in about eight hours
on a Lambda Labs DGX A100 8x 80GB for a total cost
of ∼$100.

2.4 Model Evaluation
We performed a preliminary evaluation of our model
using the human evaluation data from the Self Instruct
paper (Wang et al., 2023). We reported the ground truth
perplexity of our model against what was, to our knowl-
edge, the best openly available alpaca-lora model at the
time, provided by user chainyo on HuggingFace. Both
models had very large perplexities on a small number of
tasks, so we reported perplexities clipped to a maximum
of 100. We found that GPT4All produces stochastically
lower ground truth perplexities than alpaca-lora (Anand
et al., 2023).

3 From a Model to an Ecosystem
3.1 GPT4All-J: Repository Growth and the

implications of the LLaMA License
The GPT4All repository grew rapidly after its release,
gaining over 20000 GitHub stars in just one week, as
shown in Figure 2. This growth was supported by an
in-person hackathon hosted in New York City three days
after the model release, which attracted several hundred
participants. As the Nomic discord, the home of online
discussion about GPT4All, ballooned to over 10000
people, one thing became very clear - there was massive
demand for a model that could be used commercially.

1https://github.com/nomic-ai/gpt4all

The LLaMA model that GPT4All was based on was
licensed for research only, which severely limited the
set of domains that GPT4All could be applied in. As
a response to this, the Nomic team repeated the model
training procedure of the original GPT4All model, but
based on the already open source and commercially li-
censed GPT-J model (Wang and Komatsuzaki, 2021).
GPT4All-J also had an augmented training set, which
contained multi-turn QA examples and creative writing
such as poetry, rap, and short stories. The creative writ-
ing prompts were generated by filling in schemas such
as "Write a [CREATIVE STORY TYPE] about [NOUN]
in the style of [PERSON]." We again employed Atlas
to curate the prompt-response pairs in this data set.

Our evaluation methodology also evolved as the
project grew. In particular, we began evaluating
GPT4All models using a suite of seven reasoning
tasks that were used for evaluation of the Databricks
Dolly (Conover et al., 2023b) model, which was re-
leased on April 12, 2023. Unfortunately, GPT4All-J did
not outperform other prominent open source models on
this evaluation. As a result, we endeavoured to create a
model that did.

3.2 GPT4All-Snoozy: the Emergence of the
GPT4All Ecosystem

GPT4All-Snoozy was developed using roughly the same
procedure as the previous GPT4All models, but with a
few key modifications. First, GPT4All-Snoozy used the
LLaMA-13B base model due to its superior base metrics
when compared to GPT-J. Next, GPT4All-Snoozy incor-
porated the Dolly’s training data into its train mix. After
data curation and deduplication with Atlas, this yielded
a training set of 739,259 total prompt-response pairs.
We dubbed the model that resulted from training on this
improved dataset GPT4All-Snoozy. As shown in Figure
1, GPT4All-Snoozy had the best average score on our
evaluation benchmark of any model in the ecosystem at
the time of its release.

Concurrently with the development of GPT4All, sev-
eral organizations such as LMSys, Stability AI, BAIR,
and Databricks built and deployed open source language
models. We heard increasingly from the community that
they wanted quantized versions of these models for local
use. As we realized that organizations with ever more
resources were developing source language models, we
decided to pivot our effort away from training increas-
ingly capable models and towards providing easy access
to the plethora of models being produced by the open
source community. Practically, this meant spending our
time compressing open source models for use on com-
modity hardware, providing stable and simple high level
model APIs, and supporting a GUI for no code model
experimentation.

3.3 The Current State of GPT4All

Today, GPT4All is focused on improving the accessi-
bility of open source language models. The repository
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(a) (b) (c) (d)

Figure 1: TSNE visualizations showing the progression of the GPT4All train set. Panel (a) shows the original
uncurated data. The red arrow denotes a region of highly homogeneous prompt-response pairs. The coloring denotes
which open dataset contributed the prompt. Panel (b) shows the original GPT4All data after curation. This panel,
as well as panels (c) and (d) are 10 colored by topic, which Atlas automatically extracts. Notice that the large
homogeneous prompt-response blobs no longer appearl. Panel (c) shows the GPT4All-J dataset. The "starburst"
clusters introduced on the right side of the panel correspond to the newly added creative data. Panel (d) shows
the final GPT4All-snoozy dataset. All datasets have been released to the public, and can be interactively explored
online. In the web version of this article, you can click on a panel to be taken to its interactive visualization.

Model BoolQ PIQA HellaSwag WinoG. ARC-e ARC-c OBQA Avg.

GPT4All-J 6B v1.0* 73.4 74.8 63.4 64.7 54.9 36 40.2 58.2
GPT4All-J v1.1-breezy* 74 75.1 63.2 63.6 55.4 34.9 38.4 57.8
GPT4All-J v1.2-jazzy* 74.8 74.9 63.6 63.8 56.6 35.3 41 58.6
GPT4All-J v1.3-groovy* 73.6 74.3 63.8 63.5 57.7 35 38.8 58.1
GPT4All-J Lora 6B* 68.6 75.8 66.2 63.5 56.4 35.7 40.2 58.1
GPT4All LLaMa Lora 7B* 73.1 77.6 72.1 67.8 51.1 40.4 40.2 60.3
GPT4All 13B snoozy* 83.3 79.2 75 71.3 60.9 44.2 43.4 65.3
GPT4All Falcon 77.6 79.8 74.9 70.1 67.9 43.4 42.6 65.2
Nous-Hermes (Nous-Research, 2023b) 79.5 78.9 80 71.9 74.2 50.9 46.4 68.8
Nous-Hermes2 (Nous-Research, 2023c) 83.9 80.7 80.1 71.3 75.7 52.1 46.2 70.0
Nous-Puffin (Nous-Research, 2023d) 81.5 80.7 80.4 72.5 77.6 50.7 45.6 69.9
Dolly 6B* (Conover et al., 2023a) 68.8 77.3 67.6 63.9 62.9 38.7 41.2 60.1
Dolly 12B* (Conover et al., 2023b) 56.7 75.4 71 62.2 64.6 38.5 40.4 58.4
Alpaca 7B* (Taori et al., 2023) 73.9 77.2 73.9 66.1 59.8 43.3 43.4 62.5
Alpaca Lora 7B* (Wang, 2023) 74.3 79.3 74 68.8 56.6 43.9 42.6 62.8
GPT-J* 6.7B (Wang and Komatsuzaki, 2021) 65.4 76.2 66.2 64.1 62.2 36.6 38.2 58.4
LLama 7B* (Touvron et al., 2023) 73.1 77.4 73 66.9 52.5 41.4 42.4 61.0
LLama 13B* (Touvron et al., 2023) 68.5 79.1 76.2 70.1 60 44.6 42.2 63.0
Pythia 6.7B* (Biderman et al., 2023) 63.5 76.3 64 61.1 61.3 35.2 37.2 56.9
Pythia 12B* (Biderman et al., 2023) 67.7 76.6 67.3 63.8 63.9 34.8 38 58.9
Fastchat T5* (Zheng et al., 2023) 81.5 64.6 46.3 61.8 49.3 33.3 39.4 53.7
Fastchat Vicuña* 7B (Zheng et al., 2023) 76.6 77.2 70.7 67.3 53.5 41.2 40.8 61.0
Fastchat Vicuña 13B* (Zheng et al., 2023) 81.5 76.8 73.3 66.7 57.4 42.7 43.6 63.1
StableVicuña RLHF* (Stability-AI, 2023) 82.3 78.6 74.1 70.9 61 43.5 44.4 65.0
StableLM Tuned* (Stability-AI, 2023) 62.5 71.2 53.6 54.8 52.4 31.1 33.4 51.3
StableLM Base* (Stability-AI, 2023) 60.1 67.4 41.2 50.1 44.9 27 32 46.1
Koala 13B* (Geng et al., 2023) 76.5 77.9 72.6 68.8 54.3 41 42.8 62.0
Open Assistant Pythia 12B* 67.9 78 68.1 65 64.2 40.4 43.2 61.0
Mosaic MPT7B (MosaicML-Team, 2023) 74.8 79.3 76.3 68.6 70 42.2 42.6 64.8
Mosaic mpt-instruct (MosaicML-Team, 2023) 74.3 80.4 77.2 67.8 72.2 44.6 43 65.6
Mosaic mpt-chat (MosaicML-Team, 2023) 77.1 78.2 74.5 67.5 69.4 43.3 44.2 64.9
Wizard 7B (Xu et al., 2023) 78.4 77.2 69.9 66.5 56.8 40.5 42.6 61.7
Wizard 7B Uncensored (Xu et al., 2023) 77.7 74.2 68 65.2 53.5 38.7 41.6 59.8
Wizard 13B Uncensored (Xu et al., 2023) 78.4 75.5 72.1 69.5 57.5 40.4 44 62.5
GPT4-x-Vicuna-13b (Nous-Research, 2023a) 81.3 75 75.2 65 58.7 43.9 43.6 63.2
Falcon 7b (Almazrouei et al., 2023) 73.6 80.7 76.3 67.3 71 43.3 44.4 65.2
Falcon 7b instruct (Almazrouei et al., 2023) 70.9 78.6 69.8 66.7 67.9 42.7 41.2 62.5

text-davinci-003 88.1 83.8 83.4 75.8 83.9 63.9 51.0 75.7

Table 1: Evaluations of all language models in the GPT4All ecosystem as of August 1, 2023. Code models are not
included. OpenAI’s text-davinci-003 is included as a point of comparison. The best overall performing model in the
GPT4All ecosystem, Nous-Hermes2, achieves over 92% of the average performance of text-davinci-003. Models
marked with an asterisk were available in the ecosystem as of the release of GPT4All-Snoozy. Note that at release,
GPT4All-Snoozy had the best average performance of any model in the ecosystem. Bolded numbers indicate the
best performing model as of August 1, 2023.
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Figure 2: Comparison of the github start growth of GPT4All, Meta’s LLaMA, and Stanford’s Alpaca. We conjecture
that GPT4All achieved and maintains faster ecosystem growth due to the focus on access, which allows more users
to meaningfully participate.

provides compressed versions of open source models
for use on commodity hardware, stable and simple high
level model APIs, and a GUI for no code model ex-
perimentation. The project continues to increase in
popularity, and as of August 1 2023, has garnered over
50000 GitHub stars and over 5000 forks.

GPT4All currently provides native support and
benchmark data for over 35 models (see Figure 1), and
includes several models co-developed with industry part-
ners such as Replit and Hugging Face. GPT4All also
provides high level model APIs in languages includ-
ing Python, Typescript, Go, C#, and Java, among oth-
ers. Furthermore, the GPT4All no code GUI currently
supports the workflows of over 50000 monthly active
users, with over 25% of users coming back to the tool
every day of the week. (Note that all GPT4All user
data is collected on an opt in basis.) GPT4All has be-
come the top language model integration in the popular
open source AI orchestration library LangChain (Chase,
2022), and powers many popular open source projects
such as PrivateGPT (imartinez, 2023), Quiver (StanGi-
rard, 2023), and MindsDB (MindsDB, 2023), among
others. GPT4All is the 3rd fastest growing GitHub
repository of all time (Leo, 2023), and is the 185th most
popular repository on the platform, by star count.

4 The Future of GPT4All

In the future, we will continue to grow GPT4All, sup-
porting it as the de facto solution for LLM accessibil-
ity. Concretely, this means continuing to compress and
distribute important open-source language models de-
veloped by the community, as well as compressing and
distributing increasingly multimodal AI models. Fur-
thermore, we will expand the set of hardware devices
that GPT4All models run on, so that GPT4All models

“just work" on any machine, whether it comes equipped
with Apple Metal silicon, NVIDIA, AMD, or other edge-
accelerated hardware. Overall, we envision a world
where anyone, anywhere, with any machine, can access
and contribute to the cutting edge of AI.

Limitations

By enabling access to large language models, the
GPT4All project also inherits many of the ethical con-
cerns associated with generative models. Principal
among these is the concern that unfiltered language
models like GPT4All enable malicious users to generate
content that could be harmful and dangerous (e.g., in-
structions on building bioweapons). While we recognize
this risk, we also acknowledge the risk of concentrating
this technology in the hands of a limited number of in-
creasingly secretive research groups. We believe that
the risk of concentrating the benefits of language model
technology in the hands of a small number of people
significantly outweighs the risk of misuse, and hence
we prefer to make the technology as widely available as
possible.

Finally, we realize the challenge in assigning credit
for large-scale open source initiatives. We make a first
attempt at fair credit assignment by explicitly includ-
ing the GPT4All open source developers as authors on
this work, but recognize that this is insufficient fully
characterize everyone involved in the GPT4All effort.
Furthermore, we acknowledge the difficulty in citing
open source works that do not necessarily have standard-
ized citations, and do our best in this paper to provide
URLs to projects whenever possible. We encourage
further research in the area of open source credit as-
signment, and hope to be able to support some of this
research ourselves in the future.
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Abstract

Language model applications are becoming in-
creasingly popular and complex, often includ-
ing features like tool usage and retrieval aug-
mentation. However, existing frameworks for
such applications are often opinionated, decid-
ing for developers how their prompts ought
to be formatted and imposing limitations on
customizability and reproducibility. To solve
this we present Kani: a lightweight, flexible,
and model-agnostic open-source framework for
building language model applications. Kani
helps developers implement a variety of com-
plex features by supporting the core building
blocks of chat interaction: model interfacing,
chat management, and robust function calling.
All Kani core functions are easily overridable
and well documented to empower developers
to customize functionality for their own needs.
Kani thus serves as a useful tool for researchers,
hobbyists, and industry professionals alike to
accelerate their development while retaining
interoperability and fine-grained control.

1 Introduction

We introduce Kani, an open-source1 framework
for building language model (LM) applications.
Kani takes care of the basics of chat interaction—
querying models, managing chat history, and call-
ing external functions—allowing developers to
write robust application code that is interoperable
across any underlying language model. From this
minimal base, developers can easily override the
core features to implement more complex function-
ality like retrieval, web hosting, dynamic model
routing, and tool usage tracking.

Unlike existing frameworks, Kani is lightweight
and highly hackable, allowing developers to control
their prompts, customize their models, and handle

∗Equal contribution.
1Kani is available at https://github.com/zhudotexe/

kani, free for use under the MIT license.

It’s 22 degrees
Celsius and

sunny in Tokyo
right now.    

?

?

.

Chat History

...
Engine

Function Context
def get_weather(location: str)
def fahren_to_celsius(deg: int)
...

    What’s the
weather like in
Tokyo?

Kani

Figure 1: Kani is a lightweight and flexible framework
that tracks chat history, calls inference engines, and man-
ages callable functions in an un-opinionated manner—
allowing researchers and developers to implement cus-
tom functionality easily and quickly.

errors with ease. Our design philosophy is minimal-
ist implementation with maximalist documentation:
we implement a small number of universally use-
ful core features while providing more complex
application-specific examples in documentation.

Kani is appealing to a wide range of develop-
ers. Hobbyists can get started with models like
GPT-4, LLaMA v2, and Vicuna with as few as five
lines of code. Industry professionals will enjoy the
added robustness of automatic chat management
and function retrying. Finally, researchers can ap-
preciate the improved reproducibility afforded by
fine-grained control over prompting.

In this paper we provide a quick-start guide for
developing with Kani (Section 2), an overview of
our philosophy with comparisons to other frame-
works (Sections 3-4), and a detailed tutorial on how
to build more complex applications (Sections 5-8).

2 Getting Started with Kani

Let’s start by discussing the basics of installing
and querying language models with Kani. To start,
Kani requires Python 3.10+ and is installed via pip.
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Platform Engine Extra

ChatGPT OpenAIEngine openai
GPT-4 OpenAIEngine openai
HuggingFace HuggingEngine huggingface
LLaMA v2 LlamaEngine llama
Vicuna v1.3 VicunaEngine llama
ctransformers CTransformersEngine ctransformers
LLaMA v2 LlamaCTransformersEngine ctransformers

Table 1: The list of models and engines included in Kani
with associated pip extras to add when installing. For
example, to install Kani with support for HuggingFace
Transformers, use pip install 'kani[huggingface]'.

$ pip install kani

This command will install the core Kani depen-
dencies. In order to use our pre-built engine classes
for HuggingFace or OpenAI (Table 1), you must
also include one or more “extras” with your pip
installation command.

$ pip install kani[openai]

In Figure 2 we provide a minimal example to
quickly get started with Kani in only five lines
of code. We initialize the OpenAIEngine with
our OpenAI API key, pass it into a new Kani
object, and chat with the Kani using the built-in
chat_in_terminal() function. With this, novice
and advanced developers alike are able to easily
query a variety of language models through Kani.

3 Conceptual Overview

3.1 What is the Kani object?
The main atomic unit of processing in our frame-
work is the titular Kani.2 When developing appli-
cations with Kani you will mostly be spawning and
manipulating different Kani objects. A Kani object
consists of the following three parts:

1. Inference Engine: The underlying language
model and associated framework.

2. Chat History: The state of the conversation
including system prompts.

3. Function Context: The list of available
callable functions, if any.

To initialize a Kani all you need to pass in is an
inference engine—the chat history will default to
an empty list and callable functions are optional.

2Kani (カニ) is Japanese for “crab”. *snip snip*

from kani import Kani, chat_in_terminal

from kani.engines.openai import OpenAIEngine

engine = OpenAIEngine(api_key, model="gpt-4")

ai = Kani(engine)

chat_in_terminal(ai)

Figure 2: A basic example showing how to initialize
a Kani object and chat with GPT-4 (OpenAI, 2023) in
only three lines of code.

3.2 What does a Kani object do?

When designing Kani, we wanted to implement the
minimal set of features that allowed for the largest
amount of flexibility and customization. Follow-
ing this design principle, a Kani object does the
following three things:

1. Interfaces with Models: Kani queries LMs
via inference engines, allowing developers to
swap models without editing the application.

2. Manages Chat History: Kani tracks the to-
ken counts and turns of the conversation en-
suring that models never exceed their context.

3. Exposes and Calls Functions: Kani exposes
functions to models, validates function calls,
runs code, and returns output back to the infer-
ence engine. Kani also propagates all errors
back to the model to allow for auto-retrying of
failed function calls ensuring that such calls
are robustly implemented.

This core is flexible and minimalist, allowing
for a wide array of emergent capabilities while
simultaneously optimizing for robustness and scal-
ability. For example, you can create a Kani that
calls a retrieval function to augment its chat re-
sponses, following Lewis et al. (2020), or a Kani
that dynamically routes queries to different engines.
All core functions of the Kani base class are asyn-
chronous by default, allowing for easy web hosting
and responsive applications.

3.3 Where does Kani fit in the LM Stack?

In Figure 3 we lay out our categorization of LM ap-
plication libraries into four distinct layers: Model,
Engine, Control, and Application. In this sub-
section, we will give a brief overview of what each
component of the stack accomplishes to help bet-
ter contextualize how Kani fits in to the broader
ecosystem of tools.
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Model

Application

Control

Engine

Kani LangChain simpleaichat

LMQL Guidance

PyTorch

HuggingFace CTransformers OpenAI

(opt.)

JAX TensorFlow GGML

Figure 3: The different layers of the modern LM ap-
plication stack. Kani sits at the Application layer and
is simpler and more flexible than the competing frame-
works. Additionally, Kani supports the usage of any
lower level control or engine library, allowing develop-
ers to use their favorite frameworks alongside Kani.

Model Layer. In this layer, LM libraries assist
with low-level procedures like matrix operations
and hardware acceleration. Examples include Py-
Torch (Paszke et al., 2019), TensorFlow (Abadi
et al., 2016), and JAX (Bradbury et al., 2018). Kani
is agnostic to the underlying model implementation
so all Model libraries are compatible.

Engine Layer. Libraries like HuggingFace (Wolf
et al., 2020) and OpenAI (OpenAI, 2022) in this
layer manage elements of model inference such as
sampling strategies and tokenization. Kani is inter-
operable across any Engine library by extending
the BaseEngine class (see Section 7). In an era
characterized by an ever-changing state of the art,
the ability to easily swap Engines without changing
the application code is invaluable.

Control Layer. Libraries in this optional layer
handle complex control logic like dynamic prompt
branching and tabular data prediction. Control li-
braries include LMQL (Beurer-Kellner et al., 2023)
and Guidance (Lundberg et al., 2023). Kani sup-
ports these libraries and can be configured to dy-
namically route queries on its own (see Section
8.1), allowing for more robust inference.

Application Layer. In the final layer, LM li-
braries provide the highest level of functionality by
managing chat history, compiling prompts, creating
function contexts, and handling errors. Examples
of Application libraries include LangChain (Chase
et al., 2022), simpleaichat (Woolf et al., 2023), and,
of course, Kani. Kani provides a more flexible,
interoperable, and streamlined experience to help
any developer build LM applications.

Kani simpleaichat LangChain

Size (in MB) 13 26 156
Dependencies 2 8 12

Lightweight
Chat Management
Function Retry
Model-Agnostic
Un-opinionated
Extensive Docs

Table 2: A feature comparison between Kani and com-
peting frameworks. Kani is the only package that in-
cludes function retrying and chat management while
still being lightweight and un-opinionated.

4 Framework Comparison

In this section, we compare Kani with simpleaichat
(Woolf et al., 2023) and LangChain (Chase et al.,
2022) to highlight Kani’s strengths (see Table 2).

Lightweight. Kani is minimalist in both function-
ality and footprint: we implement essential features
with fewer dependencies and less library-specific
tooling while accomplishing more (see Table 2).
Paired with our detailed documentation, Kani’s
lean and efficient core of features allows develop-
ers to start easily and grow rapidly.

Chat History Management. Unlike our contem-
poraries, Kani automatically tracks token counts
and ensures that the maximum context length is
never exceeded—letting developers focus on more
exciting parts of their applications. Kani also lets
developers easily customize this behavior by over-
riding Kani.get_prompt() (see Section 7.1).

Robust Function Calling. In contrast to other
frameworks, Kani guarantees that function calls
are valid by the time they reach developers’ Python
code. If a model calls a function incorrectly, Kani
automatically provides feedback to the model and
allows it to try again or follows developers’ custom
error handling (see Sections 6.4 and 7.3).

Model-Agnostic. Kani provides a straightfor-
ward interface to use and interchange any model.
Developers can easily swap models without alter-
ing their source code, simplifying the process of
switching models as newer ones are released.

Un-opinionated Prompting. Unlike our con-
temporaries, Kani does not modify developers’
prompts under the hood (see Figure 4). We instead
give developers full control to override and con-
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ai = Kani(OpenAIEngine())
await ai.chat_round("Hello GPT!")

ai = AIChat(console=False)
ai("Hello GPT!")

[{"role": "system", "content":

chat = ChatOpenAI()
ai = ConversationChain(llm=chat)
ai.run("Hello GPT!")

Li
br

ar
y

[{"role": "user", "content": Hello GPT!}] [{"role": "user", "content":

The following is a friendly
conversation between a human and an
AI. The AI is talkative and
provides lots of specific details
from its context. If the AI does
not know the answer to a question,
it truthfully says it does not know.
Current conversation:
Human: Hello GPT!
AI:}]

{"role": "user", "content":

Hello GPT!}]

You must follow ALL these
rules in all responses:
- You are the following

character and should ALWAYS
act as them: ChatGPT

- NEVER speak in a formal tone.
- Concisely introduce yourself

first in character.},

Hello GPT!

LangChainsimpleaichatKani (ours)

Figure 4: A comparison of prompting behavior between Kani and other competing frameworks. Kani does not edit
developers’ prompts under the hood in unexpected ways and allows for full control over what is passed to the model.

struct prompts themselves, leading to more robust,
transparent, and reproducible source code.

Extensive Documentation. Kani provides thor-
ough and up-to-date documentation3 on core li-
brary features with a particular focus on customiz-
ability. Our docs go beyond basic descriptions of
features by including numerous examples of com-
plex applications and guides on how to override
and customize default behaviors.

5 Developing Applications with Kani

Now that we understand Kani’s place in the broader
ecosystem of tools, we will dive deeper into exactly
how to develop LM applications with Kani.

5.1 The Chat History

Kani interacts with the user through ChatMessage
objects, which are tracked in the chat history:

>>> chat_in_terminal(ai, rounds=1)

USER: Hello Kani!

AI: Hello! How can I help?

>>> ai.chat_history

[ChatMessage(role=ChatRole.USER,

content="Hello Kani!"),

ChatMessage(role=ChatRole.ASSISTANT,

content="Hello! How can I help?")]

Following the OpenAI convention, each mes-
sage contains the role (system, assistant, user, or

3https://kani.readthedocs.io/

function) and content of the message.4 Kani will
pass in as much of this chat history as the engine’s
context window can hold as a default, which can
be easily overridden (see Section 7). The chat his-
tory can also be saved or loaded in JSON format
with Kani.save() and Kani.load() for ultimate
control over the conversation context.

5.2 Prompting

Kani queries the underlying language model by
providing a prompt, which is made of four parts:

1. System Prompt (optional): Content specifi-
cally for the system role that typically defines
high-level instructions for model responses.

2. Persistent Messages (optional): Content that
always appears at the top of the context win-
dow and will never be truncated.

3. Chat History: The most recent messages that
have not exceeded the context length.

4. User Message: The current user input.

The bulk of chat application interactions are a
combination of these four components. For exam-
ple, the system prompt can define a chatbot persona
and the persistent messages can include a set of
few-shot examples in the context (see Figure 5).

A system prompt and list of persistent mes-
sages can be passed into the Kani constructor
at initialization: Kani(engine, system='...',
always_included_messages=[...]). You can

4Optionally, a user message can also contain a name (for
multi-user conversations), and an assistant message can con-
tain a function_call (discussed in Section 6).
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shots = [ChatMessage.user("thank you"),

ChatMessage.assistant("arigato"),

ChatMessage.user("good morning"),

ChatMessage.assistant("ohayo")]

ai = Kani(engine, always_included_messages=shots)

chat_in_terminal(ai)

# USER: crab

# AI: kani

Figure 5: A basic example showing how to initialize a
Kani with a few-shot prompt (Brown et al., 2020). We
can see that the Kani obeys the pattern and continues to
translate English to Japanese in the chat session despite
never being explicitly prompted to do so.

also define custom prompt behavior by overriding
Kani.get_prompt() (see Section 7.1).

5.3 Writing a Kani Application

So far we have interacted with Kani exclusively
through chat_in_terminal(). While this func-
tion is useful for testing, when building applica-
tions you may want to intercept the model output
for logging, content filtering, or any other operation
before serving it to the user. This can be done with
Kani.chat_round()5, which executes one turn of
the conversation and returns a ChatMessage from
the system or assistant. We can then complete ad-
ditional tasks and return the finalized response to
the user, as demonstrated in Figure 6.

6 Function Calling

Until this point, Kani objects had no abilities be-
yond text generation. Function calling (or “tool
usage”) makes Kani objects even more powerful as
intelligent assistants.

6.1 What is Function Calling?

Function calling is the process of a model au-
tonomously deciding to call a set of developer-
defined functions. Models that have been fine-
tuned to support function calling typically allow
developers to provide function headers and doc-
strings in the prompt. When appropriate, the model
will indicate that a certain function should be run
with the given parameters in a JSON request. The
developer then needs to receive this request, run

5Kani.chat_round() is an asynchronous method. This
means that applications do not have to wait on it to finish
and can instead perform other tasks while responses are being
generated. To call these functions you must await them from
an asynchronous context such as asyncio.run().

def is_toxic(message):

# ... Run toxicity detection

async def chat_with_toxicity_filter(ai):

while True:

user_message = input("USER: ")

message = await ai.chat_round(user_message)

if is_toxic(message.content):

message.content = "<Removed>"

print("AI:", message.content)

ai = Kani(OpenAIEngine(api_key, model="gpt-4"))

asyncio.run(chat_with_toxicity_filter(ai))

Figure 6: An example showing how to use Kani with
additional output parsing. We query the engine using the
Kani.chat_round() function and filter out toxic content.

the specified function with their own resources, and
return the output back to the model. Without Kani,
developers usually need to define and maintain their
own logic to handle these requests.

Giving language models access to callable func-
tions allows them to hook into various tools, like
sending text messages, browsing the web, or creat-
ing a calendar event. Kani provides easy ways to
document functions and handle errors, which let de-
velopers focus on writing full-featured applications
without the fuss of tedious boilerplate.

6.2 Function Calling with Kani

There are two ways to create a Kani with func-
tion calling capabilities. One way is to load them
statically by making a subclass of the Kani base
class and writing your functions as class methods
with the @ai_function() decorator (see Figure 7).
The other way to incorporate function calling is
to load the functions dynamically by passing them
in a list to the Kani constructor when instantiat-
ing a Kani base class or subclass (see Appendix
D). Querying a function-calling-enabled Kani is
similar to what we have previously seen, except
that Kani.full_round() should be used instead
of Kani.chat_round().6

6.3 Documenting a Function

Kani functions must be documented with native
Python type annotations7 and docstrings (triple-
quoted strings immediately following a function

6https://kani.readthedocs.io/en/latest/api_
reference.html#kani.Kani.full_round

7We support primitive, compound, and enum Python types.
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class Unit(enum.Enum):

FAHRENHEIT = "fahrenheit"

CELSIUS = "celsius"

class WeatherKani(Kani):

@ai_function()

def get_weather(self, loc: Annotated[str,

AIParam(desc="The desired city")], unit: Unit):

"""Get the weather in a given location."""

# ... Query some weather API

return weather

chat_in_terminal(WeatherKani(engine))

# USER: What's the weather in San Francisco?

# AI: Thinking (get_weather)...

# AI: It's currently 72F in San Francisco.

Figure 7: An example showing how to create a sub-
class of the base Kani and expose a function with
@ai_function. Functions are given type annotations,
triple-quoted docstrings, and AIParam descriptions to
indicate to the model how they should be used.

definition). You can optionally describe parameters
even further by providing an AIParam annotation.

Proper function documentation not only helps
language models use functions but also allows Kani
to validate that a function is being called properly.
For functions with proper type annotations, Kani
guarantees that all parameters are of the correct
type before they reach your code. This feature is
unique to Kani and allows for considerably more
robust function calling.

6.4 Retry & Model Feedback

When a function call returns an error, Kani will
raise one of the following exception types:

• NoSuchFunction: The requested function
was hallucinated and does not exist.

• WrappedCallException: The requested
function raised an exception during execution.

• TypeError: The function exists, but the
model hallucinated parameters that do not.

• ValidationError: The parameter names exist,
but the model got the data types wrong.

If the model calls a function incorrectly, Kani
will give it feedback by adding the error mes-
sage to the chat history. This gives the model a
chance to correct itself by retrying the call with
new arguments or another function. Developers
can customize the retry behavior or error messages

class AmnesiaKani(Kani):

async def get_prompt(self):

return self.always_included_messages

+ self.chat_history[-2:]

chat_in_terminal(AmnesiaKani(engine))

# USER: Hi kani! My name is Andrew.

# AI: Hello Andrew! How can I assist you today?

# USER: What does "kani" mean in Japanese?

# AI: "Kani" in Japanese means "Crab".

# USER: What is my name?

# AI: As an AI, I don't have access to that data.

Figure 8: A example showing how to customize the
default get_prompt() function to only include the most
recent two messages in the model prompt.

with the handle_function_call_exception()
method (see Section 7.3). By anticipating common
errors and automatically retrying function calls,
Kani helps developers build more robust applica-
tions without the extra effort.

7 Customization

Kani is built on the philosophy that the developer
should be in control of every aspect of an applica-
tion. To accomplish this, Kani allows you to over-
ride and customize virtually all default behaviors
of the library code. In this section we will briefly
go over some common customizations developers
may want to make.

7.1 Customizing the Prompt

Kani allows developers to control exactly what is
being exposed to the language model by customiz-
ing the prompt builder. This can best be done by
overriding the Kani.get_prompt() function.

In Figure 8 we show how you can customize
the Kani.get_prompt() function to include only
the most recent two messages, but this is just the
tip of the iceberg. With custom prompt builders,
developers can implement anything from dynamic
prompt templating to fine-grained LMQL-style con-
trol prompts (see Appendix B).

7.2 Implementing a Custom Engine

Kani interacts with language models through En-
gines. While Kani comes pre-packaged with a few
starter engines, developers are encouraged to im-
plement their own custom engines to adapt new
language models or inference libraries for use with
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class CustomExceptionKani(Kani):

async def handle_function_call_exception(

self, call, err, attempt):

self.chat_history.append(ChatMessage.system(

"The call encountered an error. Relay"

f"it to the user sarcastically: {err}"))

return attempt < self.retry_attempts

@ai_function()

def get_time(self):

"""Get the current time."""

raise RuntimeError("The API is offline")

chat_in_terminal(CustomExceptionKani(engine))

# USER: What time is it?

# AI: Thinking (get_time)...

# AI: Well, it seems like our handy-dandy time

# API decided to take a coffee break...

Figure 9: A example showing how to customize the
Kani.handle_function_call_exception() function to
return errors to the user in a sarcastic manner.

Kani. To create an engine, you must subclass the
BaseEngine class. A new engine must implement:

1. BaseEngine.message_len(): Takes as in-
put a ChatMessage and returns the token
length of the message.

2. BaseEngine.predict(): Takes in a list of
ChatMessage and returns a new Completion.

3. BaseEngine.max_context_size: Specifies
the model’s maximum token context length.

Optionally, you can also choose to imple-
ment BaseEngine.close() to clean up resources
or BaseEngine.function_token_reserve() if
your engine needs to reserve some tokens for func-
tions. Kani also comes with a few extra base classes
and utilities to help you quickly build engines for
models on HuggingFace (Wolf et al., 2020) (See
Appendix E) or with an available HTTP API.8

7.3 Custom Error Handling
Kani calls handle_function_call_exception()
whenever it encounters an error from a function.
In Figure 9, we provide an example of overriding
this function to tell our model to return function
errors to the user in a sarcastic tone. While this
is just a fun example, custom error messages can

8Built an engine for a popular model Kani doesn’t sup-
port yet? Kani is open-source and greatly appreciates PRs
with engine implementations for the latest models—see the
contribution page in our documentation.

class KaniWithSummary(Kani):

@ai_function()

async def summarize_conversation(self):

"""Get the summary of the conversation."""

long_context_engine = OpenAIEngine(api_key,

model="gpt-4-32k")

sub_kani = Kani(long_context_engine,

chat_history=self.chat_history[:-2])

summary = await sub_kani.chat_round(

"Please summarize the conversation so far.")

return summary.content

chat_in_terminal(KaniWithSummary(engine))

# USER: Tell me about trains.

# AI: Trains are modes of long-distance transport

# [Multiple turns of conversation...]

# USER: Summarize the conversation.

# AI: Thinking (summarize_conversation)...

# AI: Our chat began with a general overview

# about trains and how railway systems work...

Figure 10: A example showing how to use sub-kani
spawning to dynamically resize the context window of
the model depending on a user query. Note that the base
"gpt-4" kani spawns a "gpt-4-32k" sub-kani in order to
capture the full conversation for summarization.

and often do serve a more utilitarian purpose by
helping models retry functions more effectively.

8 Advanced Usage

In this section, we’ll look at some more advanced
examples. For each of these use cases, we provide
the full implementation in the GitHub repository.9

8.1 Sub-Kanis
When used in conjunction with function call-
ing, Kani can choose to spawn “sub-Kani”—self-
contained “agents” capable of performing their own
tasks then reporting to the parent with their results.

For example, you might have the parent Kani
use a cheaper, faster model with a smaller context
length. If you need it to perform a task that requires
more context, you can spawn a sub-Kani using a
more expensive, slower model with a larger context.
In Figure 10, we show how you can spawn a sub-
Kani inside a callable function and copy the chat
history to accomplish this.

Of course, the sub-Kani you spawn doesn’t have
to be a vanilla Kani—you could imagine having
multiple different Kani types with different sets of

9https://github.com/zhudotexe/kani/tree/main/
examples
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class WikipediaKani(Kani):

@ai_function()

async def wikipedia(self, title: Annotated[

str, AIParam(desc='The article title')]):

"""Get information from Wikipedia."""

if page := await wikipedia_client.get(title):

return page

return f"Page {title!r} does not exist"

@ai_function()

async def search(self, query: str):

"""Find article titles given a query."""

titles = await wikipedia_client.search(query)

return json.dumps(titles)

chat_in_terminal(WikipediaKani(engine))

# USER: Tell me about the Tokyo Yamanote line.

# AI: Thinking (search)...

# AI: Thinking (wikipedia)...

# AI: The Yamanote is a loop service in Tokyo...

Figure 11: A example showing how to make a retrieval
agent in Kani using custom AI function declarations.
The WikipediaKani exposes the two functions (search()
and wikipedia()) to the model which then calls both in
order to retrieve the page for generation.

functions or engines, each capable of performing
their own specialized tasks.

8.2 Retrieval

Language models can be augmented with an exter-
nal factual database that they can retrieve informa-
tion from, allowing them to access more relevant
and up-to-date information without having to re-
train on more recent events.

In Figure 11, we demonstrate how Kani’s func-
tion calling can be used to retrieve information
from a data source like Wikipedia. Since retrieved
articles might be longer than the model’s maxi-
mum context window, you may want to combine
this with the previous summarization example for
maximum efficacy.

8.3 Hosting a Kani Online

What if you want to host a web service to allow
users to chat with a Kani online? In Figure 12, we
show how you can host and connect to a Kani on a
webserver using a WebSocket connection.

We use FastAPI10 to run this webserver. To
connect to our server, we can use any client that

10https://fastapi.tiangolo.com/

engine = OpenAIEngine(api_key, model="gpt-4")

app = FastAPI()

@app.websocket("/chat")

async def kani_chat(websocket: WebSocket):

await websocket.accept()

ai = Kani(engine)

while True:

data = await websocket.receive_text()

resp = await ai.chat_round(data)

await websocket.send_text(resp.content)

Figure 12: A example showing how to host and query
Kani on the web using FastAPI and WebSockets.

supports WebSockets, like Insomnia.11 Web frame-
works like FastAPI and Flask 2 allow route meth-
ods to be asynchronous, meaning you can await a
Kani method from within your route method with-
out needing to call asyncio.run().

9 Conclusion

In this paper we presented Kani, a lightweight
and highly customizable framework for building
chat applications. At its core, Kani lets developers
use the same application code across all language
model backends and robustly implements conve-
nient quality-of-life features like chat history man-
agement, function validation, and error handling.

We believe that the design of our tools is as
important as the tools themselves. Well-designed
tools impose far less friction when using them, free-
ing up developers’ hands from fighting bugs and
racking up tech debt. This is especially important
now that the LLM landscape is so turbulent with
new and improved models being released more of-
ten than ever. Kani offloads the burden of tedious
language model management without locking de-
velopers into onerous default paradigms, giving
developers back control over their applications—
hopefully making the landscape a bit less turbulent.

Limitations

One limitation of the Kani framework is that not
all models are natively chat models. Given our
design decision to maintain the internal state as
a chat, with such attributes as roles and system
prompts present, implementing interfaces for tradi-
tional completion-based language models is more

11https://insomnia.rest/
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difficult than it otherwise could have been with a
different internal memory organization scheme.

Another limitation of our work is the lack of na-
tive function calling support in all models, making
our defining features around robust function calling
irrelevant for such models (e.g. LLaMA). However,
the customizable nature of Kani allows developers
who want such a feature to simply create a new
Engine class and implement custom output parsing
logic to recognize and route function calls them-
selves. Kani thus gives developers maximum flexi-
bility in the creation of their applications.
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A Size Measurement

This section describes how we measured the num-
ber of dependencies of a library and its size in the
framework comparison table (Table 2). We de-
fine a library’s dependency count as the number
of top-level dependencies that are installed when
installing the library from pip without any extras.
We measure the size of a library by installing it in
a fresh Python virtual environment, running a com-
mand to measure the size of installed packages, and
removing the size of the pip and setuptools pack-
ages (packaging utilities included in every Python
environment). Specifically, we used the following
shell commands:

python3.10 -m venv venv

source venv/bin/activate

pip install {kani|simpleaichat|langchain}

du -h venv/lib/python3.10/site-packages

B Dynamic Prompt Templating

Below is an example of dynamically customizing
a system prompt to include the phrase “Always
act like <persona>” if a user types a chat message

containing the phrase “act like.” This is a flexi-
ble alternative to hard-coding persona logic as is
common in other repositories.

class PersonaKani(Kani):

def get_persona_prompt(self):

if self.persona:

return ChatMessage.system(

f"Always act like {self.persona}.")

async def get_prompt(self):

prev = self.chat_history[-1].content

if match := re.search(r"act like (.+)", prev):

self.persona = match[1]

return [self.get_persona_prompt()] +

await super().get_prompt()

C Tracking Function Calls

Below we show an example of overriding the de-
fault do_function_call() method to additionally
keep track of how many times a model called a
function and how often it was successful.

class TrackCallsKani(Kani):

def __init__(self, *args, **kwargs):

super().__init__(*args, **kwargs)

self.successful_calls = collections.Counter()

self.failed_calls = collections.Counter()

async def do_function_call(self, call):

try:

res = await super().do_function_call(call)

self.successful_calls[call.name] += 1

return res

except FunctionCallException:

self.failed_calls[call.name] += 1

raise

@ai_function()

def get_time(self):

"""Get the current time."""

raise RuntimeError("The time API is offline")

@ai_function()

def get_date_and_time(self):

"""Get the current day and time."""

return str(datetime.datetime.now())

After chatting with our Kani, we can print out the
new successful_calls and failed_calls vari-
ables to recover statistics on how well our models
are calling our custom AI functions.

>>> chat_in_terminal(TrackCallsKani(engine))

USER: What time is it?
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AI: Thinking (get_time)...

AI: Thinking (get_date_and_time)...

AI: The current time is 22:42.

>>> ai.successful_calls

Counter({'get_date_and_time': 1})

>>> ai.failed_calls

Counter({'get_time': 1})

This behavior is particularly useful for re-
searchers studying language model tool usage and
similar customizations can be easily made to other
core functions to add more tracking.

D Dynamic Function Loading

Rather than statically defining the list of functions
a Kani can use in a class, you can also pass a list of
functions to the Kani constructor when you initial-
ize a Kani. To do this we need to use the special
Kani.AIFunction class (which is similar to the
traditional @ai_function decorator).

def my_cool_function(foo: str,

bar: Annotated[int, AIParam(desc="Cool int")]):

"""Do some cool things."""

engine = OpenAIEngine(api_key, model="gpt-4")

functions = [AIFunction(my_cool_function)]

ai = Kani(engine, functions=functions)

This is particularly useful when spawning sub-
Kani, as such agents can be dynamically given only
a particular subset of the functions defined in the
parent to help increase function call accuracy.

E Example Engine Implementations

In this section, we include the HuggingFace (Wolf
et al., 2020) and LLaMA v2 (Touvron et al., 2023)
engine implementations to demonstrate how a de-
veloper might implement new engines. The Hug-
gingFace engine acts as a base engine class that
implements common logic for all HuggingFace
models, while the LLaMA v2 engine extends the
base HuggingFace class with the model-specific
prompt and delimiting tokens.
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class HuggingEngine(BaseEngine, abc.ABC):

def __init__(

self,

model_id: str,

max_context_size: int,

device: str | None = None,

tokenizer_kwargs: dict = {},

model_load_kwargs: dict = {},

**hyperparams,

):

self.model_id = model_id

self.max_context_size = max_context_size

self.tokenizer = AutoTokenizer.from_pretrained(model_id, **tokenizer_kwargs)

self.model = AutoModelForCausalLM.from_pretrained(model_id, **model_load_kwargs)

self.hyperparams = hyperparams

if device is None:

device = "cuda" if torch.has_cuda else "cpu"

self.device = device

if self.model.device.type != self.device:

self.model.to(device)

@abc.abstractmethod

def build_prompt(

self, messages: list[ChatMessage], functions: list[AIFunction] | None = None

) -> str | torch.Tensor:

"""Given the list of messages from kani, build either a single string

representing the prompt for the model, or build the token tensor."""

raise NotImplementedError

async def predict(

self, messages: list[ChatMessage], functions: list[AIFunction] | None = None, **hyperparams

) -> Completion:

"""Given the current context of messages and available functions, get the next

predicted chat message from the LM."""

prompt = self.build_prompt(messages, functions)

if isinstance(prompt, str):

tokenized = self.tokenizer(prompt, return_tensors="pt", return_length=True)

input_len = int(tokenized.length)

input_toks = tokenized.input_ids

elif isinstance(prompt, torch.Tensor):

input_toks = prompt

input_len = len(input_toks[0])

else:

raise TypeError("build_prompt should either return a str or a Tensor.")

# move the input tensor to the right device

if input_toks.device.type != self.device:

input_toks = input_toks.to(self.device)

# set up hyperparams for HF decode

hyperparams = {**self.hyperparams, **hyperparams}

# run it through the model

output = self.model.generate(input_toks, **hyperparams)

# decode to tokens

# the completion shouldn't include the prompt or stop token

content = self.tokenizer.decode(output[0][input_len:-1]).strip()

return Completion(ChatMessage.assistant(content), prompt_tokens=input_len,

completion_tokens=len(output[0]) - (input_len + 1))
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class LlamaEngine(HuggingEngine):

def __init__(self, model_id: str = "meta-llama/Llama-2-7b-chat-hf", *args, **kwargs):

kwargs.setdefault("max_context_size", 4096) # LLaMA has 4096 token window

super().__init__(model_id, *args, **kwargs)

def build_prompt(self, messages: list[ChatMessage], functions: list[AIFunction] | None = None):

tokens = []

prompt_buf = [] # parts of the user-assistant pair

for message in messages:

if message.role == ChatRole.USER:

prompt_buf.append(f"{B_INST} {message.content} {E_INST}")

elif message.role == ChatRole.ASSISTANT:

prompt_buf.append(f" {message.content} ")

# turn the current round into tokens

prompt_round = "".join(prompt_buf)

# if we see a " {E_INST}{B_INST} " we should replace it with empty string

# (it happens immediately after a system + user message)

prompt_round.replace(f" {E_INST}{B_INST} ", "")

tokens.extend(self.tokenizer(prompt_round))

# tokenizer adds the BOS token but not the EOS token

tokens.append(eos_token_id)

prompt_buf.clear()

else:

prompt_buf.append(f"{B_INST} {B_SYS}{message.content}{E_SYS} {E_INST}")

# flush rest of prompt buffer (probably a user message) into tokens

if prompt_buf:

tokens.extend(self.tokenizer("".join(prompt_buf)))

return torch.tensor([tokens], device=self.device)

def message_len(self, message: ChatMessage) -> int:

if message.role == ChatRole.USER:

# <s> [INST] {} [/INST] -> 7

return self.tokenizer(message.content, return_length=True).length[0] + 7

elif message.role == ChatRole.ASSISTANT:

# {} </s> -> 2

return self.tokenizer(f" {message.content} ", return_length=True).length[0] + 2

# <s> [INST] <<SYS>>\n{}\n<</SYS>>\n\n [/INST] -> 20

return self.tokenizer(message.content, return_length=True).length[0] + 20
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Abstract

We present a case study describing our efforts
to integrate the open source GECToR code and
models into our production NLP pipeline that
powers many of Educational Testing Service’s
products and prototypes. The paper’s contribu-
tions includes a discussion of the issues we en-
countered during integration and our solutions,
the overarching lessons we learned about inte-
grating open source projects, and, last but not
least, the open source contributions we made
as part of the journey.

1 Introduction

GECToR (Grammatical Error Correction Tag, not
Rewrite)1 is a set of deep learning models devel-
oped by Grammarly for the task of Grammatical Er-
ror Correction or GEC (Omelianchuk et al., 2020).
GECToR achieves state-of-the-art results for the
GEC task and its inference speed is up to 10 times
as fast as that of equivalent Transformer-based
sequence-to-sequence (seq2seq) GEC systems.

The most commonly proposed systems for the
GEC task leverage seq2seq Neural Machine Trans-
lation (NMT) models to "translate" from errorful
text to corrected text. However, such systems gener-
ally suffer from slow inference and require a large
amount of data. To deal with these issues, GECToR
simplified the task from sequence generation to se-
quence tagging. To train this tagging system, GEC-
ToR utilizes three training stages: pre-training on
synthetic data, fine-tuning on parallel datasets that
contain both errorful and corrected texts, and fur-
ther fine-tuning on a combination of high-quality,
parallel datasets containing both errorful/corrected
as well as error-free texts. However, one of the
largest benefits of GECToR to the NLP community
is that it was open sourced under a commercially-
unrestricted Apache 2.0 license.

1https://github.com/grammarly/gector

2 Requirements

Educational Testing Service (ETS) has developed
a pipeline that uses a service-based architecture
to combine multiple NLP services into scalable
and robust backend applications (Madnani et al.,
2018). These applications are used to evaluate the
speaking and writing proficiency of students’ writ-
ten essays or spoken responses and provide both
automatic scores as well as actionable feedback.
Specifically, our pipeline provides descriptive feed-
back on multiple dimensions such as the student’s
grammar, mechanics, vocabulary, text complexity,
style, organization, among others. Our pipeline is
used for various high-stakes assessments, e.g., the
Analytical Writing section from GRE (Graduate
Record Examinations)2 and the Independent and
Integrated Writing prompts from TOEFL iBT (Test
of English as a Foreign Language Internet-Based
Test).3

Our pipeline has two main requirements: (1) ev-
ery NLP service should return its results in less than
a few seconds to enable near real-time feedback
and (2) all models used in services should be opti-
mized for precision over recall to minimize unfair
penalization of students. After a careful evalua-
tion of GECToR’s GEC performance and inference
speed, we felt comfortable in replacing our existing
GEC system with GECToR.

GECToR provides three already trained English
GEC models based on BERT, RoBERTa, and XL-
NET. It also has scripts for training and inference.
Since our pipeline is English-only for now, the ex-
isting GEC models perfectly fit our needs. There-
fore, our integration efforts focus entirely on the
inference side.

2https://www.ets.org/gre.html
3https://www.ets.org/toefl.html
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3 Related Work

Adopting open source software in commercial envi-
ronments has been a topic of much interest. There
are several barriers to open source use: lack of
knowledge, inability to incorporate it into existing
legacy systems, too many forks created by different
groups, technological immaturity, et cetera (Nagy
et al., 2010). One formal approach that can be used
to assess an open source project before putting it
into production is the Open Source Maturity Model
(OSMM) which assesses factors like the product,
support, training, documentation, product integra-
tion and professional services, and gives them a
weighted score. However, this model is only a first
step in identifying which projects are worth a more
in-depth evaluation (Golden, 2005). In this pa-
per, we hope to provide a detailed case study with
illustrative, concrete steps for using open source
projects.

There are major forks and re-implementations of
the original GECToR project available on GitHub.
fast-gector4 claims to be a faster and simpler imple-
mentation of the original project leveraging AMP5

and DeepSpeed (Rasley et al., 2020). However, we
were unable to reproduce the same results as the
original model in our experiments with fast-gector.
gector-large (Tarnavskyi et al., 2022) focuses on
improving GECToR by upgrading the Transformer
encoders, and using an ensemble model for span-
level edits. According to the paper, while the larger
encoders do yield better performance, they do so
at the cost of speed with inference being 2.3-2.5x
slower.

4 Integration

In this section, we discuss the challenges we faced
when integrating GECToR into our pipeline and
our solutions.

4.1 Issues

Before we delve into the integration issues, we
want to impress upon the reader that the existence
of such issues should not detract from or minimize
the usefulness of GECToR (or other open source
software) to the NLP community. However, we
feel that an honest discussion of such real-world
issues can provide both the authors and users of
such software with useful, actionable information.

4https://github.com/cofe-ai/fast-gector
5https://developer.nvidia.com/

automatic-mixed-precision

GECToR was open sourced as part of a research
publication and aligns well with the needs of the
academic community. However, as we attempted to
adapt it for use in a commercial NLP pipeline, we
felt that some critical requirements were not fully
addressed in its original design. This mismatch be-
tween the original authors’ intended use and users
seeking to productionize it led to challenges in uti-
lizing GECToR effectively in its original form.

The system was not under active development,
which posed challenges for commercial adoption.
The dynamic nature of commercial environments
needs ongoing development and maintenance to
keep pace with rapidly evolving requirements and
security issues. A specific challenge in adopting
GECToR for our purposes was that it used sig-
nificantly older versions of Python, PyTorch, and
AllenNLP (Gardner et al., 2018). Its reliance on
these outdated dependencies prevented seamless
integration into our existing environments and lim-
ited access to the latest features and optimizations.

GECToR was also not packaged for easy instal-
lation, further complicating its integration into ex-
isting environments. The library could only be
used by cloning the repository, downloading the
model, and running some scripts created by the
authors. Packaging GECToR and streamlining its
installation process would be vital to ensure smooth
continuous integration and deployment.

GECToR was designed to leverage AllenNLP, a
powerful NLP library. However, its usage did not
fully exploit the capabilities that AllenNLP offered,
namely its high-level abstractions and API, leading
to potentially sub-optimal performance. Properly
utilizing AllenNLP would significantly enhance the
library’s overall effectiveness and result in more
standardized and maintainable code.

4.2 Solutions

To address the issues we identified with GECToR in
the previous section, we undertook several mitiga-
tion strategies. These efforts focused on enhancing
its functionality, compatibility, and maintainabil-
ity while still preserving the overall integrity of
the original codebase. To implement these strate-
gies, we forked GECToR on GitHub6 and added
the following improvements to our fork.

6https://github.com/EducationalTestingService/
gector
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4.2.1 Regression & unit tests
To ensure that any modifications or updates made
by us do not lead to differences in predictions made
by the existing models, the very first thing we did
in our fork was to implement a comprehensive test
suite comprising of a total of 95 tests (37 unit tests
as well as 58 regression tests). We decided that a
good way to get started was to test each AllenNLP
component separately, e.g., the tokenizer, the token
indexer, the embedder etc. This gave us not only
a clear structure to follow but also a reasonable
granularity for the test cases.

The test suite not only helps in verifying the
correctness of the system but also acts as a safety
net to prevent potential differences in the future.
We also added a continuous integration plan using
Github Actions to automatically run the complete
test suite for any changes made to the codebase.

4.2.2 Updated dependencies
One of the critical steps in making GECToR suit-
able for production was to update its dependencies
to modern, supported versions. We carefully up-
dated the library to work seamlessly with the latest
versions of Python (3.7 only → 3.8 through 3.10),
PyTorch (1.10.0 → 1.12.1), AllenNLP (0.8.4 →
2.10.0), and many other dependencies. By doing so,
we ensured compatibility with more modern infras-
tructure and took advantage of the latest advance-
ments in frameworks and tools. This allows the
installation of GECToR in existing CI and deploy-
ment environments via package managers such as
conda,7 and minimizes dependency conflicts. Our
regression tests ensured that there were no changes
to the output as a result of our updating the package
versions.

4.2.3 True AllenNLP-ification
We followed AllenNLP’s recommended abstrac-
tions and guidelines to re-architect our fork of GEC-
ToR, enabling a more streamlined integration with
AllenNLP. The architecture adopted was largely
influenced by the design and modules of AllenNLP.
Utilities for training and inference were already
provided by AllenNLP so our changes largely re-
shaped the existing GECToR codebase to function
as an extension of AllenNLP. Specifically:

1. To facilitate better configurability and ease of
use, we registered GECToR modules with the
AllenNLP framework: each file in our fork

7https://docs.conda.io/en/latest/

contains one type of AllenNLP component
like tokenizers, token indexers, models, pre-
dictors, and dataset readers. The registration
allowed model architecture, tokenizer settings
and preprocessing options to be referenced
and contained in a single jsonnnet file used
for both training and inference.

2. Users can now access GECToR directly
through AllenNLP-supported configuration
files, enhancing its usability.

3. GECToR models can now be bundled into an
AllenNLP model archive for easy distribution
and inference.

Since we completed this work on GECToR, Al-
lenNLP has been archived and is no longer being
maintained. We discuss the implications of this in
§5.4.

4.2.4 Packaging & easy installation
We architected our GECToR fork to better support
packaging, created a conda recipe, and deployed
a publicly-available package on our public conda
channel.8 This makes the installation of GECToR
significantly easier and reproducible (Arvan et al.,
2022), unlike installing from the Github source
repository every time since it is challenging to keep
track of any changes made to the code since the
last installation from source. We also packaged the
GECToR RoBERTa model for easy installation via
conda.9

By implementing rigorous testing, updating de-
pendencies, aligning with AllenNLP guidelines,
and creating easily installable packages, we were
able to successfully mitigate the challenges asso-
ciated with productionizing the original version of
GECToR. We argue that these efforts have trans-
formed GECToR into a more robust and adaptable
library for grammatical error correction, suitable
for use in any production Python environment.

5 Lessons learned

While bolstering GECToR, we learned a few gen-
eral lessons about open source development and
integration that we would like to share.

5.1 Projects should explicitly state a purpose.
In our opinion, open source authors should explic-
itly state the purpose of their projects. Document-

8https://anaconda.org/ets/gector
9https://anaconda.org/ets/gector-roberta

80

https://docs.conda.io/en/latest/
https://anaconda.org/ets/gector
https://anaconda.org/ets/gector-roberta


ing whether the codebase is intended solely for
research purposes or whether it is ready for pro-
duction can help potential users easily estimate
the level of effort required for integration. We
hope our message is clear. Open source research
projects like GECToR are invaluable for the com-
munity. However, the level of involvement required
to productionize research codebases can vary sig-
nificantly.

5.2 Estimation of effort is hard but necessary.

It is crucial to perform a careful analysis of the ef-
fort involved in integrating an open source project
into a production codebase. Most popular open
source projects are under active development and
are used by a large number of users and organiza-
tions. Such projects are usually created or main-
tained by commercial organizations with dedicated
teams working on them. Any issues or feature re-
quests have a higher chance of being addressed and
implemented respectively.

However, sometimes a smaller project or one
open sourced as part of a research publication
might be more suitable for your needs. In such
cases, you must do your best to examine the code-
base and develop a reasonable estimate for the in-
tegration effort. It is essential to carefully test the
project and develop a plan to gauge whether the
level of work as indicated by the resulting estimate
can be offset by the value provided to your own
product or project.

5.3 Test, test, test!

Many open source projects do not implement any
form of testing since it’s not perceived to be neces-
sary for research projects. However, in our opinion,
a good testing setup is critical irrespective of the
eventual use case since it assures users that the
code actually behaves as expected. This may seem
like a large cost to take on upfront, but can sig-
nificantly reduce technical debt in the future. We
strongly recommend that everyone who contributes
to open source consider adding unit/regression test-
ing along with a CI plan which can help identify
bugs and failures as and when they happen, re-
gardless of whether their project is meant only for
experimental purposes.

5.4 Always have a contingency plan.

One of the primary concerns with open source
projects is the risk of abandonment by their original

authors. While many projects have active maintain-
ers and thriving communities, there have been in-
stances where developers discontinue support and
maintenance. The case of AllenNLP10 serves as
an example of how a once prominent open source
library can become stagnant or archived due to
shifting priorities or organizational changes.

This can have serious consequences for those
who have integrated such projects into their pro-
duction environment since bugs and security vul-
nerabilities will likely go unaddressed in the future.
Therefore, it is important to be prepared for such
scenarios and have a well-defined strategy in place
for either taking on the entire maintenance of the
library or transitioning to an alternate solution.

6 Future Work

In the future, we plan to take our own advice from
§5.4 and transition our fork of GECToR away from
AllenNLP. We plan to replicate the functionality
we need by using actively maintained open source
projects from Huggingface such as Transformers
(Wolf et al., 2020), Datasets (Lhoest et al., 2021),
and Accelerate11 directly.

7 Conclusion

We presented a case study on integrating an open
source project into a commercial, production NLP
pipeline. While we consider the primary contribu-
tions of this paper to be a clear and concise descrip-
tion of the issues we faced (and solved) as well as
the larger lessons we learned, we also hope that
the NLP community will benefit from our fork of
GECToR that is actively maintained, more modern,
more robustly tested, and easier to use for infer-
ence.
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Abstract

The ACL Anthology is a prime resource for re-
search papers within computational linguistics
and natural language processing, while continu-
ing to be an open-source and community-driven
project. Since Gildea et al. (2018) reported on
its state and planned directions, the Anthology
has seen major technical changes. We discuss
what led to these changes and how they im-
pact long-term maintainability and community
engagement, describe which open-source data
and software tools the Anthology currently pro-
vides, and provide a survey of literature that
has used the Anthology as a main data source.

1 Introduction

The ACL Anthology1 is a repository for scientific
contributions within computational linguistics and
natural language processing maintained by the As-
sociation for Computational Linguistics (ACL). It
currently hosts over 88k papers from from relevant
conferences and journals within the field, including
both ACL-sponsored and non-ACL venues, nearly
400 in total, a growth of almost 70% since 2019
(see Figure 1). It also includes many related materi-
als such as software, posters, slides, and recordings
of talks. All papers and materials are open-access,
provided to the world without barrier under various
open licenses.2

Development of the ACL Anthology takes place
in a public repository,3 which contains (i) meta-
data for all items in the Anthology, in XML and
YAML formats; (ii) code for accessing and trans-
forming this metadata, in form of a Python library

1https://aclanthology.org/
2ACL materials ingested since 2016 are CC BY 4.0;

https://creativecommons.org/licenses/by/4.0/
3https://github.com/acl-org/acl-anthology/
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Figure 1: Growth of the ACL Anthology since 2019
as measured by the number of papers (left y-axis) and
venues (right y-axis).

and scripts; and (iii) code and templates for gen-
erating the ACL Anthology website. All code is
made available under the permissive Apache-2.0
license.4 Development has been almost entirely
volunteer-driven, though since 2021 the ACL has
funded assistants who have contributed to inges-
tions at the rate of about 20 hours a month.

In this paper, we first describe the metadata cur-
rently provided by the ACL Anthology and efforts
to improve it (§2); the technical framework and de-
velopment of the website (§3); as well as a Python
library for accessing data from the Anthology (§4).
We then look at the impact the ACL Anthology
has had on other open-source software projects and
provide a survey of known datasets and studies that
rely on the Anthology as a main data source (§5).
Finally, we discuss lessons and challenges (§6) as
well as future directions that we would like to see
realized for the Anthology (§7), for which we rely
on help from the community.

4https://opensource.org/license/apache-2-0/
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<paper id="2">
<title>Towards a Computational History of the <fixed-case>ACL</fixed-case>: 1980-2008</title>
<author><first>Ashton</first><last>Anderson</last></author>
<author><first>Dan</first><last>Jurafsky</last></author>
<author><first>Daniel A.</first><last>McFarland</last></author>
<pages>13–21</pages>
<url hash="0fe03143">W12-3202</url>
<bibkey>anderson-etal-2012-towards</bibkey>

</paper>

Figure 2: XML metadata for the paper by Anderson et al. (2012) as stored in the ACL Anthology repository.

2 Publication Metadata

At the core of the Anthology repository is the meta-
data on the publications it hosts. Here, we describe
the different kinds of data provided by the Anthol-
ogy, which efforts we have taken to enrich this data
and ensure correctness, and how new materials are
added to the Anthology.

2.1 Organization

At a high level, the papers in the Anthology are
organized into collections of volumes. A volume
is a set of related papers that would traditionally
have been bound and published as a physical book.
A collection is a group of volumes that were pub-
lished at the same time under the same venue. Each
collection is saved to a file in the data directory,
e.g., data/xml/2022.acl.xml for ACL main pro-
ceedings volumes from 2022.

Each volume in a collection has a list of meta-
data, including its book title and its list of editors,
which are typically the program chairs of a confer-
ence. It also notes the month, year, and address of
the event of the event where the associated event
was presented.5 Volumes also identify their associ-
ated venues, and can be linked to multiple venues
to denote joint events (cf. §2.5).

2.2 Paper Metadata

For all papers hosted on the Anthology, correspond-
ing metadata can be found in the data/xml/ folder
of the repository. Figure 2 gives an example for the
metadata of a single paper; it will contain, at a min-
imum, the title and bibkey (i.e., the bibliographic
key as found in the official BIBTEX export6) of the
paper. Authors of a paper are stored with first and
last name components clearly marked up so as to
aid in formatting them correctly in bibliographic in-

5These fields were originally intended to note the date of
publication and the publisher address, but have morphed in
purpose over the years.

6https://aclanthology.org/anthology.bib.gz

Language Est. Count

French 2195
Chinese 716
Portuguese 68
Swedish 34
Norwegian 33
Danish 32
German 7

Table 1: Estimated counts of non-English papers.

formation. All files hosted on the Anthology server,
such as a paper’s PDF, will also have a hash at-
tribute in the metadata, which is a simple CRC-32
checksum that can be used to verify any files down-
loaded from the Anthology. The full set of tags and
attributes in the XML metadata is documented in
the form of a RELAX NG schema (Clark, 2002).7

Paper metadata stored this way can be pro-
cessed with any XML processing software or li-
brary. As the Anthology website is built from these
XML files, the data is guaranteed to be identical to
what users see online. GitHub CI checks automat-
ically validate the XML files against the schema,
ensuring that they always conform to the tags and
attributes defined there.

Languages At the time of this writing, the An-
thology contains 85,324 papers with a <title> tag.
The majority of these are written in English, but
a few other languages are also represented. Such
papers can be annotated with a <language> tag.
As this tag is not yet systematically applied, we
rely on heuristics to obtain estimated counts of
non-English papers, shown in Table 1. The major
venues for these papers are the JEP, RECITAL,
TAL, and TALN venues (French), and the RO-
CLING, IJCLCLP, and CCL venues (Chinese).

Data Types Whereas older versions of the An-
thology hosted only PDFs of papers/volumes and

7https://github.com/acl-org/acl-anthology/
blob/master/data/xml/schema.rnc
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their metadata, papers now support richer supple-
mentary content, including slides, video, software,
and data downloads. In case the paper itself needs
to be corrected subsequent to publication, there is
support for adding revisions of or errata for the orig-
inal paper, as well as for retractions and removals.

Fixed-casing in Titles One of the most important
parts of the site is its BIBTEX export functionality.
In the paper metadata input by authors upon sub-
mission and provided by publication venues to the
Anthology for ingestion, many paper titles typi-
cally feature title casing—that is, capitalization of
all content words. However, ACL bibliography
style files call for sentence casing, in which only
proper names (words that would be customarily
capitalized even outside of a title) are capitalized,
along with the beginning of the title. In order to
avoid sloppy lowercasing of languages and other
proper names, it is necessary to detect which letters
in the original title should have their original casing
protected in BIBTEX entries, and which should be
subject to alteration by the stylesheet. The Anthol-
ogy codebase implements a set of heuristics based
on wordlists to determine which characters should
be flagged as fixed-case per English spelling con-
ventions.8 Approximately 45% of titles in the data
contain at least one fixed-case designation.

The current heuristics were implemented in
2020, informed by reviewing the data in the Anthol-
ogy at the time, and the wordlists are updated from
time to time as new proper names are encountered.
The main components of the heuristics are:

• The truelist, a set of 13k words and phrases
that should have fixed capitals. The list was
seeded with words commonly capitalized in
abstracts, and augmented from gazetteers of
names of languages and geopolitical entities,
as well as manual additions. Salient entries
that are not languages or places include “ACL
Anthology”, “Abstract Meaning Representa-
tion”, “Carnegie”, “Chinese Discourse Tree-
bank”, “Viterbi”, and “Wizard of Oz”.

• Lists of several adjectives and nouns com-
monly occurring as part of names whose
capitalization should match the rest of the
name. These are mostly geographic terms
like “North”, place descriptors like “Univer-

8https://github.com/acl-org/acl-anthology/
tree/master/bin/fixedcase

sity” and “Island”, and “Ancient” and “Mod-
ern” (common modifiers in language names).

• General spelling rules, the most important of
which are: (i) Any word with a capital letter
in a non-initial position (e.g., “TextTiling”,
“QA”) is marked as fixed-case. (ii) Any tok-
enized word consisting of a single uppercase
letter other than “A”, “K” or “N”, or a single
uppercase letter plus “.”, is also fixed-case.

These rules are applied at ingestion time and
marked with <fixed-case> tags in the XML.
Skimming through the XML titles in recent pro-
ceedings, we find that errors are rare.9 There are
thus no plans to incorporate more sophisticated
named entity recognition software.

2.3 Author Metadata

The Anthology website also provides author pages,
which compile all items authored (or edited) by a
given person. In contrast to paper metadata, infor-
mation about authors is only indirectly stored in the
XML, in the form of names attached to paper en-
tries. This poses two challenges: (i) names need to
be mapped to identities—this involves both merg-
ing, as the same person can have published under
different names, and disambiguation, as different
people can have the same name; and (ii) person
identities need to be indexed in order to provide a
mapping from people to their papers.

Name Merging and Disambiguation There are
two forms of name ambiguity: (i) individual
authors may publish papers under different vari-
ants of their name, and (ii) a particular name
variant may be used by more than one person.
To resolve (i), we compile a YAML metadata
file (data/yaml/name_variants.yaml) to col-
lapse known variants under a canonical represen-
tation, which is used for the author’s page on the
website. Additionally, we merge names automat-
ically if they only differ in diacritics (e.g., José
vs. Jose), as we find that in practice they almost
always refer to the same person. To address (ii),
or false positives from the merge heuristic, an ID
can be assigned to create an author identity. This
ID can then be used in a paper’s <author> tag to
link it to that identity. Figure 3 contains examples.

9In the ACL 2023 proceedings, an example of a false
positive is the English word “Even”, which is also the name
of a language. A false negative is “New Yorker”.
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- canonical: {first: James H., last: Martin}
variants:
- {first: James, last: Martin}

- canonical: {first: Yang, last: Liu}
comment: Edinburgh
id: yang-liu-edinburgh

- canonical: {first: Yang, last: Liu}
comment: 刘扬; Ph.D Purdue; ICSI, \

Dallas, Facebook, Liulishuo, Amazon
id: yang-liu-icsi

Figure 3: Example of YAML metadata for merging mul-
tiple surface forms of a name under a single canonical
representation (James H. Martin), and for identifying a
person with an ambiguous name (Yang Liu).

We typically use the Ph.D. institution as the disam-
biguator in the ID, but plan to move to an ORCID
representation.

Author Indexing Finding metadata for a specific
paper in the XML files is easy: for example, given a
paper with the Anthology ID “2020.acl-main.699,”
its metadata will be located in the 2020.acl.xml
file under a <volume> with ID “main” and a
<paper> with ID “699.” This XML block could be
retrieved with a single XPath expression. However,
to find all papers authored by a given person, it is
necessary to parse all XML files and look for in-
stances of their name plus respective variants. This
motivates the need for building an index that maps
people to their (co-)authored papers. To avoid data
redundancy, we do not store such an index in the
repository directly, but rather compute it dynam-
ically through a Python library specifically made
for the Anthology, which we describe in §4.

2.4 Event Metadata

An event is a set of otherwise unrelated Anthology
volumes that were presented together at a confer-
ence. Events are inferred from collections: each
non-journal collection is assumed to have been pre-
sented in the real world. Additionally, an <event>
block in a collection’s XML file allows to note
other volumes that were associated with that event
(e.g., colocated workshop volumes).

Until 2023, events had no explicit representation.
The Anthology now has the ability to represent
event metadata and link to materials related to it,
such as the conference handbook and videos from
plenary talks and meetings. Importantly, we will
also be able to generate citations for these materials.
Completion of this work is planned for this year.

2.5 Venue and SIG Metadata

Every volume is linked to a venue using a <venue>
tag in the volume’s metadata. Every venue has
its own file under data/yaml/venues listing key
information about that venue, including its name
(e.g., “Conference on Machine Translation”), its
acronym (“WMT”), and tags determining whether
it belongs to ACL and whether it is displayed on
the main page. A URL-friendly “slug” contain-
ing only lowercased, alphanumeric characters is
constructed from the venue acronym. Similarly,
workshop volumes can be associated with an ACL
Special Interest Group (SIG). Information on these
can be found under data/yaml/sigs. Each SIG
file lists all the volumes associated with that SIG.

2.6 Ingestion of New Materials

Ingestion refers to the process of importing new
materials in the Anthology. A single ingestion typ-
ically includes the main volumes of a conference
(e.g., ACL long and short papers, tutorials, system
demonstrations, and its student research workshop)
together with its colocated workshops. Publication
chairs compile the proceedings in a single, format-
ted directory and submit them to the Anthology,
where they will be assembled in a branch of the
GitHub repository and submitted as a pull request
for review by the Anthology team.

As of 2022, the preferred ingestion format is
ACLPUB2,10 a modernization of ACLPUB.11 The
Anthology has also developed scripts for a number
of other ingestion formats, including for the TACL
and CL journals, for the MT Archive, and for a
generic TSV format. These scripts can be found
under bin/ingest_*.py.

3 Website

Most users interact with the ACL Anthology
through its website. Here, we describe how the
website is built, the technical developments it has
seen in recent years, and new features we have
introduced for the community.

3.1 Static Rewrite

The Anthology website underwent a major rewrite
in early 2019, switching from a dynamic to a fully
static site. Gildea et al. (2018) describe the tech-
nical framework of the Anthology prior to this

10https://github.com/rycolab/aclpub2
11https://github.com/acl-org/ACLPUB
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Figure 4: Simplified illustration of the ACL Anthology build pipeline, with the folders where relevant files can be
found in the official repository (at https://github.com/acl-org/acl-anthology/).

rewrite, which consisted of a Ruby on Rails ap-
plication powered by a PostgreSQL database and
the Apache Solr search platform. New data could
be added to the Anthology via an intermediate
XML format containing all bibliographic metadata
for proceedings volumes and the contained papers.
These XML files had to be ingested into the Post-
greSQL database and indexed by the Solr engine.

This new static site generation approach is illus-
trated in Figure 4. The XML files with the bib-
liographic metadata (cf. §2.2) now constitute the
primary data source for the Anthology; there is
no derived database. Some additional metadata,
e.g. for publication venues (cf. §2.5) and for disam-
biguating author names (cf. §2.3), is also stored in
YAML files. For building the website, the data files
are first processed by a number of Python scripts
using an internal Python library (described in §4),
which generate page stubs for the site generator and
convert the bibliographic data to a number of ex-
port formats (e.g. BIBTEX). Afterwards, the website
is built using the site generator Hugo,12 resulting
in entirely static HTML files. A CI/CD pipeline on
GitHub automatically builds and uploads these to
the production web server. To provide search func-
tionality, the website embeds a custom search using
Google’s Programmable Search Engine (PSE).13

Notably, the PDF files of the papers, as well as
any supplementary material, are not part of the
repository or the build pipeline as they constitute
an enormous volume of data;14 they are currently
copied over manually to the web server.

Advantages Using a static website offers many
performance benefits. Since there is no database
backend that needs to be queried, the user experi-
ence when browsing the website is considerably
faster. Building the website locally is also faster:
with the former approach, seeding the database

12https://gohugo.io/
13https://programmablesearchengine.google.com/
1486,819 files consuming 87 GB.

would take “at least 30 minutes,”15 while a full
build of the static website takes around nine min-
utes on a modern laptop.16 Most of this speed
comes from using Hugo as the site generator, which
takes 133 seconds to generate 165k HTML pages
(i.e., ≈0.8 ms per page).

The complexity of running the Anthology is also
greatly reduced, which both makes maintenance
easier (the production system only needs a web
server and no other software) and lowers the bar-
rier of entry, as potential contributors do not need to
set up any services to test their contributions. The
complete Anthology can be built and served with
a single make call, provided that Python and Hugo
are installed on the system. Generating a static
website means that it is trivial to serve copies of the
Anthology, which is extensively used in the contin-
uous integration (CI) pipeline; every pull request is
rendered to a preview website and the effect on the
production system can be easily checked.

Search Functionality Providing search function-
ality on the website is difficult in our simplified
static setting.17 Google’s PSE provides search
within both HTML pages and PDF files, but also
comes with a number of drawbacks: (i) customiza-
tion options are limited; e.g., there is no way to
display a paper’s landing page and its PDF as a
single item in the search results, even though they
logically belong together; (ii) no immediate control
over the indexing of new or changed items, leading
to delays of updates being reflected in the search;
(iii) region-blocking of Google Search making the
search unusable for affected users, e.g. in China.
Addressing these issues is challenging and most
likely requires either (i) re-introducing a dynamic

15cf. https://github.com/acl-org/acl-anthology/
blob/4a751ac/README.md?plain=1#L58; also note that at
this point in time, the Anthology had less than half the number
of papers it has now.

16Tested on AMD Ryzen 7 Pro 5850U, 12 GB RAM, with
Python 3.11.4 and Hugo v0.115.3.

17For further discussion, also see https://github.com/
acl-org/acl-anthology/issues/165.
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server component to host our own search platform,
which comes with an increased maintenance bur-
den; or (ii) using a commercial search-as-a-service
platform, which comes with a financial cost.

3.2 Features

Citation Export Formats Each paper’s page pro-
vides a number of user-friendly citation formats be-
yond BIBTEX, including Markdown and EndNote.
These are available for download or for one-click
copying. We also provide preformatted long and
informal textual citation formats.

GitHub Issue Tracker Corrections to the meta-
data can be requested by anyone by opening a
Github issue. We make extensive use of issue tem-
plates to facilitate opening and handling a range of
common corrections and suggestions from users.

Zotero Integration Zotero18 is a popular open
source reference manager that allows users to im-
port scholarly content and metadata as they browse
the web. Content from the Anthology is easily
imported into Zotero, with metadata parsed from
BIBTEX files.19

Papers With Code Integration Papers With
Code (PWC)20 is a website that links papers to
related datasets and code repositories. For papers
in the ACL Anthology, data is fetched from PWC
through an API and automatically merged into the
Anthology metadata; dataset and code links pro-
vided by PWC are subsequently displayed on the
Anthology website.

Paper Awards The Anthology marks papers that
have received awards from their respective confer-
ences. A page compiling all awarded papers does
currently not exist, but could be a future addition.

4 Python Library

Building the Anthology website requires trans-
forming all the metadata described above into a
format suitable for generating the HTML pages
using Hugo. To do this, we rely on a custom-
built Python library that is currently found in the
bin/anthology/ folder of the repository. Be-
sides wrapping access to the XML and YAML
data files, the Python library (i) implements author

18https://www.zotero.org/
19Implemented by Guy Aglionby: https://github.com/

zotero/translators/blob/master/ACLWeb.js
20https://paperswithcode.com/

indexing and name disambiguation functionality
(cf. §2.3); (ii) converts markup found in paper ti-
tles and abstracts into appropriate representations
for HTML or LATEX; (iii) converts a limited subset
of LATEX expressions in paper titles and abstracts
into appropriate Unicode and/or HTML representa-
tions; (iv) generates bibliographic information (e.g.
BIBTEX entries).

4.1 Adoption of the Library

Like the other parts of the repository, the library is
open-source and free to use for anyone wanting to
access the Anthology data. As with the metadata
files, the library is used to build the ACL Anthology
website, so re-using it is guaranteed to provide data
identical to that on the website. In practice, how-
ever, we see some obstacles for a wider adoption of
this library (e.g. for projects such as those surveyed
in §5.3). One is a lack of proper documentation;
while Python scripts found in the repository’s bin/
folder can serve as concrete examples for how the
library is used, individual functions are often un-
documented. This has consequences not just for
third-party adoption, but also for maintainability
(cf. §6). Another is the partly unintuitive interface
of the library; when it was first built in 2019, the
top priority was to recreate the exact functional-
ity of the Ruby application that existed at the time
(cf. §3.1), and as such, it is mainly geared towards
the needs of building the Anthology website. For
these reasons, we are in the process of reimple-
menting this library.

4.2 PyPI Package

Based on the challenges touched upon above
(and further discussed in §6), we have begun re-
implementing the Python library in a way that
(i) is user-friendlier and better documented, and
(ii) easily installable (e.g. via pip). A fully us-
able version of this package is already available
on PyPI, the main Python package repository, as
acl-anthology-py.21 Figure 5 shows some ex-
amples of how this library might be used. We are
currently working on making this library feature-
complete with respect to the functionality needed to
replace the old library in the website’s build chain
(cf. §3.1), but the current version of the library al-
ready comes with full API documentation as well
as a user guide.22 Furthermore, it is implemented

21https://pypi.org/project/acl-anthology-py/
22Please refer to the PyPI page for the latest link.
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# Instantiate the Anthology, automatically fetching data from the official repository
from acl_anthology import Anthology
anthology = Anthology.from_repo()

# Find all papers with "ACL Anthology" in the title, and print their bibkey
for paper in anthology.papers():

if "ACL Anthology" in str(paper.title):
print(paper.bibkey)

# Find all people named "Dan Klein", and pick the first one (-- as of now, there's only one)
person = anthology.find_people("Klein, Dan")[0]

# Get a list of URLs to all paper PDFs by a given person
urls = [paper.pdf.url for paper in person.papers()]

# Generate the BibTeX entry of a paper based on its Anthology ID
bibtex = anthology.get("2020.acl-main.699").to_bibtex()

Figure 5: Examples illustrating the usage of the acl-anthology-py Python library. Please refer to the latest API
documentation for the most up-to-date information.

using many “best practices” of software develop-
ment, including a high test coverage (>90%) and
automated CI checks that enforce coding style con-
ventions and type hints.

We hope that this redesigned library will make
the ACL Anthology easier to maintain and thus
more future-proof. Releasing the library on PyPI
should also greatly increase discoverability and,
consequently, adoption in related work that wants
to access Anthology data.

5 Impact of the ACL Anthology

A lot of research has built on data from the ACL An-
thology over the years, but even the technical in-
frastructure has had impact on other open-source
projects. Here, we try to provide an extensive sur-
vey of software, datasets, and scientific studies that
directly rely on data or code from the Anthology.

5.1 On Open-Source Software
Being open-source and easy to use made it possi-
ble for other publication repositories to re-use the
ACL Anthology infrastructure. At least three such
projects currently exist: (i) the SemDial workshop
series,23 which publishes its proceedings dating
back to 2004; (ii) the IR Anthology,24 which cur-
rently collects ≈63k papers from information re-
trieval venues (Potthast et al., 2021); and (iii) the
Global Water Futures archive,25 which hosts 1.2k
publications from their project on addressing water
threats. The last project in particular highlights that

23http://semdial.org/anthology/venues/semdial/
24https://ir.webis.de/anthology/
25https://gwf-uwaterloo.github.io/

gwf-publications/

the codebase of the ACL Anthology has even found
adoption outside of computer science domains.

5.2 On Corpora and Datasets

The ACL Anthology Reference Corpus (ACL ARC;
Bird et al., 2008) was one of the first efforts to
build on the ACL Anthology for academic research,
providing the extracted full-text and metadata for
11k papers up to February 2007. The ACL Anthol-
ogy Network Corpus (AAN; Radev et al., 2009)
expands on this by providing citation and collabo-
ration networks. Schäfer et al. (2011) introduce
the ACL Anthology Searchbench, which Weitz
and Schäfer (2012) build on to provide a “citation
browser.” Singh et al. (2018) present CL Scholar,
an ACL Anthology “knowledge graph miner.” Un-
fortunately, as of now, most of these initiatives ap-
pear to be abandoned and/or unavailable; the ANN
is still accessible through the broader “All About
NLP” project (also AAN; Fabbri et al., 2018).

More recently, the NLP4NLP corpus (Mariani
et al., 2019a) incorporates data from the ACL An-
thology as part of a dataset of articles in “speech
and natural language processing over a period
of 50 years (1965–2015),” which Mariani et al.
(2022) extend to cover publications until 2020.
The NLP Scholar project combines data from the
ACL Anthology and Google Scholar in a new
dataset (Mohammad, 2020b) and an associated vi-
sual exploration tool (Mohammad, 2020c). NLPEx-
plorer (Parmar et al., 2020) offers a curated dataset
and web portal26 with annotations including manu-
ally curated topic classification. Finally, the ACL

26http://nlpexplorer.org/
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OCL corpus (Rohatgi et al., 2023) provides auto-
matically extracted text for ACL Anthology papers
currently up to September 2022.

Several other annotated datasets based on sub-
sets of the Anthology exist: Schäfer et al. (2012)
present a small corpus of 266 papers annotated with
coreference; QasemiZadeh and Schumann (2016)
introduce a dataset for terminology extraction and
classification; Gábor et al. (2016) add semantic
annotation such as entity tagging and relations,
which was subsequently used in a SemEval shared
task (Gábor et al., 2018); Iwatsuki et al. (2020)
build a dataset with formulaic expressions and their
communicative functions; van Dongen et al. (2020)
add citation information; Hao et al. (2020) intro-
duce a corpus annotated with “future work sen-
tences”; and Hou et al. (2021) present a corpus
for entity tagging of tasks, datasets, and evaluation
metrics in 30k ACL Anthology papers.

5.3 On Academic Research

The ACL Anthology has frequently been used for
scholarly literature analysis within the NLP do-
main, such as citation analysis. As the Anthol-
ogy does not provide any data on citations, such
studies require either data mining of the PDFs, a
combination with data from external sources such
as Google Scholar or Semantic Scholar,27 or the
use of a dataset that already provides this, like
NLP Scholar (Mohammad, 2020b). Despite this
necessary extra step, studies have focused on the
ACL Anthology to analyze incoming citations (Mo-
hammad, 2020a), outgoing citations (Bollmann and
Elliott, 2020; Singh et al., 2023), or geographic ci-
tation gaps (Rungta et al., 2022).Van Dongen et al.
(2020) present a model for citation count prediction.
Guo et al. (2020) provide a Java API for extracting
citation context from academic literature, trained
on an annotated dataset based on the Anthology.

Beyond citation analysis, studies have used
the Anthology to analyze the gender distribution
among authors (Vogel and Jurafsky, 2012), to an-
alyze the influence of industry on academic re-
search (Abdalla et al., 2023), and to track the evo-
lution of research topics and domains over time
(Anderson et al., 2012; Omodei et al., 2014; Schu-
mann, 2016; Mariani et al., 2019b; Schopf et al.,
2023). Joshi et al. (2020) combine data from the
Anthology and the Semantic Scholar API to ana-
lyze linguistic diversity in NLP research. Fortuna

27https://www.semanticscholar.org/

et al. (2021) analyze 50k Anthology papers to find
instances of “NLP for Social Good.”

Data from the ACL Anthology has also been
used to build and evaluate models for a vari-
ety of tasks, such as relation extraction (Schäfer
et al., 2008), scientific term mining (Jin et al.,
2013), name disambiguation and topic model-
ing (King et al., 2014), semantic labeling (Schu-
mann and Martínez Alonso, 2018), building search
systems (Yoneda et al., 2017; Ding et al., 2020),
and analyzing document similarity (Ostendorff
et al., 2020).

6 Lessons & Challenges

Impact of Open Development All development –
including changes to the data – happening in public
is highly beneficial. By far the most common con-
tributions by non-project members are metadata
corrections such as name changes and typos. Some
of these come directly as pull requests (≈1k so far),
which can often be merged within a day and reduce
the workload of the Anthology volunteers; others
come as (pre-formatted) GitHub issues (also ≈1k
so far), which are then automatically linked to pull
requests that are merged monthly.

As everyone can build the Anthology themselves,
we occasionally get feedback or suggestions regard-
ing the robustness of the infrastructure on different
systems, but overall contributions to the code parts
of the project are rare. One notable exception is
the integration with Papers With Code (PWC): this
functionality was suggested and in large parts con-
tributed by the team behind PWC.

Discoverability and Usability of Open-Source
Data and Software There is a discrepancy be-
tween the data and tools that the ACL Anthology
directly and openly provides and what researchers
use in practice. While not all the studies mentioned
in §5.3 are explicit about how they obtain data from
the Anthology, we do find instances of using web-
scraping tools on the Anthology website or using
the BIBTEX export as the primary data source. In
both situations, we would expect that using the
XML metadata (cf. §2.2) and/or the Python library
(cf. §4) would be a faster and potentially easier28

way to obtain the same results. The fact that several
studies build their own solutions for this points to a
problem of discoverability or usability of the data

28For example, the BIBTEX export contains TEX-encoded
characters such as \"{a} for the letter ä, while the XML
contains Unicode strings.
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and tools we provide; i.e., people are either not
aware that these data and tools exist, or they find
them too hard to use (e.g. due to lack of documen-
tation).

Encouraging Contributions All of the features
the ACL Anthology has today are the result of
volunteer effort, yet we rarely see new volunteers
contributing features to the code. Potentially, one
factor in this is (again) the lack of documentation:
while there is some information distributed across
a GitHub Wiki, code-internal comments, and even
the ACL Anthology website,29 it is neither very
accessible nor complete. Such “documentation
debt” is known to cause problems for maintain-
ability (e.g., Rios et al., 2020), and is likely to pose
a hurdle for potential new contributors as well.

7 Ongoing and Future Work

Automatic Name Disambiguation An increas-
ing problem with the growth of the field is author
name disambiguation. As described in §2.3, our
XML format supports maintaining separate identi-
ties for authors with the same name, but currently
these names have to be manually disambiguated
at ingestion time. Ingestion input materials often
include disambiguating information such as OR-
CIDs, author affiliation, and so on, but we cannot
depend on their presence. A great project (likely
publishable) would be to build an automated dis-
ambiguation process based on metadata, context
(such as co-author lists), and paper content itself.

Incomplete Venue/SIG Information Prior to the
new Anthology ID format introduced in 2020, all
workshop venues were grouped together under a
common W prefix, without more specific venue in-
formation. Many of these have been manually
linked to venues (e.g., all early WMT volumes),
but the information is incomplete. These could
similarly be linked to SIGs.

Abstracts for Older Papers Since around 2016,
papers start systematically including abstracts in
the metadata, but most older papers do not have
them. Some datasets (e.g., Rohatgi et al., 2023)
provide text extracted automatically from the PDFs,
potentially enabling us to add abstracts for older
papers too. However, some form of quality check
of the extracted text appears necessary to maintain
a high level of quality of our metadata.

29https://aclanthology.org/info/

Copyright The copyright situation with Anthol-
ogy data has operated under the best efforts of non-
expert volunteers, largely from academia. However,
the licensing information is imperfect. The ACL
owns the copyright to most papers submitted to
ACL venues, but there are exceptions where the
ACL was only granted a license, such as for pa-
pers published by Canadian and British academics,
for whom copyright belongs to the English Crown.
The ideal situation would be to incorporate this
information in paper-level metadata.

Incomplete Older Volumes Many early volumes
are missing, and it is not always even known which
ones they are.

Front Page Redesign The front page of the An-
thology is showing its age, and could use reworking
from a graphic designer and/or front-end developer.

8 Conclusion

The ACL Anthology has grown into an invaluable
resource for the CL/NLP community. Volunteer
contributions are responsible for virtually all of the
improvements of the metadata (§2), the Anthology
website (§3), and the provided Python library (§4).
The survey in §5 highlights the utility and impor-
tance of this resource for academic research. To
address the ongoing challenges (§6) and future di-
rections (§7), we continue to rely on help from
the community. We encourage anyone who is in-
terested in contributing to the ACL Anthology to
explore our GitHub repository.30
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Limitations

The literature survey in §5 was performed by
searching for papers with “ACL Anthology” in the
title or abstract, as well as inspecting references
in and citations of these papers. It is conceivable
that there is more relevant work that we missed.
Likewise, there may be more open-source projects
based off the Anthology that we are not aware of.

30https://github.com/acl-org/acl-anthology/
31An imperfect overview of contributors can be derived

from: https://github.com/acl-org/acl-anthology/
graphs/contributors
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Abstract
State-of-the-art language models like T5 have
revolutionized the NLP landscape, but their
computational demands hinder a large por-
tion of the research community. To address
this challenge, we present nanoT5, a specially-
optimized PyTorch framework for efficient pre-
training and fine-tuning of T5 models. Drawing
on insights from optimizer differences and pri-
oritizing efficiency, nanoT5 allows a T5-Base
model to be pre-trained on a single GPU in
just 16 hours, without any loss in performance.
With the introduction of this open-source frame-
work, we hope to widen the accessibility to
language modelling research and cater to the
community’s demand for more user-friendly
T5 (Encoder-Decoder) implementations. We
make our contributions, including configura-
tions, codebase, pre-training insights, and pre-
trained models, available to the public.

1 Introduction

The transformative power of large pre-trained lan-
guage models such as GPT-3 (Brown et al., 2020),
T5 (Raffel et al., 2019), and PaLM (Chowdhery
et al., 2022) is undeniable. However, their massive
computational requirements remain a barrier for
many researchers. Notably, models like T5 require
extensive datasets and significant computational
resources for their pre-training (Raffel et al., 2019).
Furthermore, many open-source implementations
lean heavily on TPU accelerators (Shazeer, 2020),
which are not as available to the academic commu-
nity as GPUs.

Recognizing this gap, we introduce nanoT5, a
resource-efficient, open-source PyTorch framework
designed for the pre-training and fine-tuning of T5
models. Inspired by pioneering efforts such as
nanoGPT (Karpathy, 2021) and Cramming (Geip-
ing and Goldstein, 2022), nanoT5 uniquely con-
centrates on enhancing the training pipeline specif-
ically for T5 encoder-decoder models. Our frame-
work includes optimized configurations and scripts,

enabling researchers to pre-train a T5-Base model
with 248M parameters on a single GPU in just 16
hours. Every facet, from data preprocessing and
model architecture to the learning rate schedule,
has been tuned for both efficiency and adaptabil-
ity. With nanoT5, users can seamlessly initiate
model pre-training within minutes of accessing our
GitHub repository.

This paper underscores two main innovations:
First, we delve into the nuances between the Adam
and Adafactor optimizer performances as detailed
in (Havinga), suggesting a version of AdamW
(Loshchilov and Hutter, 2017), augmented with
matrix-wise learning rate scaling based on root
mean square. This variant showcases better speed
and robustness compared to the default Adafactor
(Shazeer and Stern, 2018). Second, we demon-
strate that T5 models trained with nanoT5, housing
around 250M parameters, can achieve performance
akin to the publicly-available checkpoints while
requiring 150x less pre-training data.

Our primary motivation stems from the grow-
ing demand for reproducible and tuned baselines
(Kaddour et al., 2023), enabling fast and small-
scale hypothesis validation in the evolving realm
of large pre-trained Transformers. With nanoT5,
we address a gap highlighted by community re-
quests 123, providing an approachable platform
for working with T5 (Encoder-Decoder) archi-
tecture. To our understanding, nanoT5 pioneers
the effort to reproduce T5 v1.1 pre-training us-
ing PyTorch, deviating from prior Jax/Flax im-
plementations. We invite the community to ex-
plore our training configurations, codebase, and
pre-trained models, all of which are available at
https://github.com/PiotrNawrot/nanoT5.

1https://github.com/google-research/text-to-text-transfer-transformer/issues/172

2https://github.com/huggingface/transformers/issues/18030

3https://github.com/huggingface/transformers/issues/5079
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2 Related Work

The landscape of open-source repositories tailored
for efficient pre-training of Transformer language
models is vast. Notably, nanoGPT (Karpathy,
2021) sheds light on decoder-only models, while
Cramming (Geiping and Goldstein, 2022) homes
in on the optimal pre-training of the encoder-only
BERT architecture (Devlin et al., 2019). Contrast-
ingly, with nanoT5, we sought to bridge the exist-
ing gap by providing a standalone research tem-
plate tailored for the T5-style (Encoder-Decoder)
models.

To expedite the training process of nanoT5 we
incorporated various optimizations. These encom-
pass mixed precision training (Micikevicius et al.,
2017), compiled runtimes (Narang et al., 2021),
and more. Additionally, we delved into the po-
tential of efficient training methodologies such as
recent optimizers (Chen et al., 2023; Liu et al.,
2023), and fast attention mechanism (Dao et al.,
2022), which are elaborated further in Section 4.3.
It’s crucial to note that while we evaluated various
efficient algorithms, we consciously opted against
those, such as (Nawrot et al., 2022; Shazeer et al.,
2017), that would modify the core model structure.
Instead, our intent with nanoT5 was to cultivate
a straightforward baseline for further research en-
deavors. The standout contribution of our work in
terms of efficient training algorithms is the AdamW
variant, with the RMS matrix scaling, which im-
proves T5 pre-training convergence.

3 Methodology

Our validation strategy seeks to replicate the T5-
base pre-training outcomes detailed in (Shazeer,
2020) and the fine-tuning results of Tk-Instruct on
the Super Natural-Instructions (SNI) meta-dataset
(Wang et al., 2022).

3.1 Training pipeline

We’ve devised a comprehensive training pipeline
prioritizing efficient data management, low-level
optimizations, and coding simplicity, all while pre-
serving the core model and training logic:

• Dataset Handling: Given the extensive vol-
ume of the C4 dataset, which exceeds 300GB,
our repository implements concurrent data
downloading with model training. This op-
timization speeds up the commencement of
T5 model pre-training to a few minutes.

• Exposure and Simplicity: Our methodology
aims to strike a balance between adaptability
and abstraction. With tools such as the Hug-
gingFace Accelerator (Sylvain Gugger, 2022),
we abstract tasks like checkpoint management
and tensor operations. Experiment tracking is
realized via neptune.ai (Neptune team, 2019),
and we’ve employed hydra (Yadan, 2019) for
coordinated hyperparameter handling.

• Efficiency: We’ve leveraged the optimiza-
tions of PyTorch 2.0 (Paszke et al., 2019),
and employed mixed-precision training in line
with established optimization guidelines 45.

• Flexibility: Our repository is designed with
adaptability in mind, offering support for
multi-GPU training, gradient accumulation,
and gradient checkpointing. This ensures
users can reproduce our results on a variety of
GPUs beyond the A100 and can experiment
with configurations larger than the T5-base
size emphasized in this study. Additionally,
we provide support for both CPUs and Ap-
ple’s ARM M1 chips.

3.2 Pre-training

Our experiments strictly follow the T5-v1.1-base
training configuration (Shazeer, 2020), where the
model itself comprises of roughly 248M parame-
ters. The C4 dataset (Raffel et al., 2019), sourced
directly from Huggingface, undergoes tokeniza-
tion via the Wordpiece tokenizer (Schuster and
Nakajima, 2012), with the original model’s vocab-
ulary. During pre-processing, 15% of input data
is masked using sentinel tokens, setting the neural
network’s target as the prediction of these tokens,
leveraging its decoder. Consistent with the origi-
nal study, we’ve set the batch size at 128 examples,
with inputs of 512 tokens and outputs of 114 tokens.
Optimization is facilitated through the Adafactor
optimizer (Shazeer and Stern, 2018), combined
with the Inverse-Square-Root (ISR) learning rate
schedule. The model is trained for 216 steps. For
more details please refer to the original work.

3.3 Fine-tuning

Our fine-tuning employs the Super Natural-
Instructions (SNI) meta-dataset (Wang et al., 2022),
which has been previously used for fine-tuning

4https://huggingface.co/docs/transformers/perf_train_gpu_one

5https://pytorch.org/tutorials/recipes/recipes/tuning_guide.html
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Figure 1: Downstream performance of models across
various pre-training durations, including existing T5-
base variants accessible through Huggingface Hub.

models like FlanT5 (Chung et al., 2022), BLOOM
(Scao et al., 2022), and Tk-Instruct (Wang et al.,
2022). To assess the correctness of our fine-tuning
setup, and the efficiency of our pre-training, we
decided to reproduce the Tk-Instruct methodology.

3.4 Reproducibility
Ensuring that our work can be reliably replicated is
a core focus of our methodology. To facilitate this,
we have taken the following measures:

• Model Weights: We make the model’s
weights available on the HuggingFace Hub.
These can be downloaded and used for fine-
tuning on the SNI dataset with nanoT5.

• Loss Curves: We openly share both the pre-
training and fine-tuning loss curves to provide
insight into the model’s learning dynamics.

• Hyperparameters: All hyperparameters used
in our experiments have been released.

• Environment and Hardware: In our reposi-
tory we offer comprehensive instructions on
how to recreate our environment, including de-
tailed information about our hardware. This
encompasses specifications of our CPU and
GPU, as well as the relevant driver versions.

• Statistical Robustness: To ensure the validity
of our results, each experiment was conducted
three times with different random seeds.

4 Results

4.1 Reproducing Pre-Training
By following the original experimental setup
described above, we achieved a negative log-
likelihood of 1.995 on the held-out set, which is
slightly inferior to the reference.

Figure 2: Training loss curves contrasting different opti-
mizers and learning rate schedules.

In exploring alternative optimization methods,
we tested the AdamW optimizer as a potential
replacement for the original Adafactor. While
AdamW theoretically promises greater training sta-
bility by directly estimating the second moment
of the gradients (as opposed to Adafactor’s low-
rank approximation), our training with AdamW
diverged. This behavior mirrors findings from a
study on T5 pre-training (Havinga). Upon further
investigation, we identified that matrix-wise learn-
ing rate (LR) scaling using its root mean square
(RMS) 6 was the crucial element ensuring Adafac-
tor’s convergence. After augmenting AdamW with
this extra LR scaling, which we will refer to as
RMS scaling, it not only converged but also exhib-
ited improved stability during pre-training and op-
erated slightly faster, thanks to the direct retrieval
of the second moment from memory instead of
approximating it.

Nonetheless, when combined with the Inverse-
Square-Root LR schedule, AdamW’s performance
was still outpaced by Adafactor. By replacing
the ISR schedule with a Cosine LR Schedule,
we achieved a superior negative log-likelihood of
1.953 on the held-out set, significantly surpassing
Adafactor with the ISR schedule. The specific re-
sults of these experiments can be found in Table
2. A comparison of the training loss curves using
different optimizers (Adafactor vs. AdamW) and
schedules (ISR vs. Cosine) is provided in Figure 2.

4.2 Fine-Tuning Performance Across
Different Pre-Training Durations

Our fine-tuning configuration strictly aligns with
that of Tk-Instruct. However, there remains some
ambiguity regarding whether Tk-Instruct was ini-
tialized from a regular checkpoint (google/t5-v1_1-
base) or from a version specifically tailored for Lan-

6For more details please refer to (Shazeer and Stern, 2018), Section 8, titled "Relative Step Size"
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Mixed Precision Torch 2.0 compile Grad Acc Time per 1 Pre-training step Total Pre-training time
FP32 No 2 ∼4.10s ∼74.6h
TF32 No 2 ∼1.39s ∼25.3h
BF16 No 2 ∼1.30s ∼23.7h
TF32 Yes 2 ∼0.95s ∼17.3h
BF16 Yes 1 ∼0.56s ∼10.2h

Table 1: Efficiency metrics across various configuration settings during pre-training, with the "Total Pre-training
Time" column referencing 216 steps following the default config.

Inverse-Square-Root Cosine
Adafactor 1.995 1.993
AdamW 2.040 1.953

Table 2: Comparison of negative log-likelihood scores
on the held-out set of C4 using different optimization
methods and learning rate schedules.

guage Modelling (google/t5-base-lm-adapt). To
cover all bases, we evaluated both, and success-
fully reproduced the original results.

Figure 1 presents a performance comparison of
the model we trained in various time increments
(ranging from 4 to 24 hours) against the original T5-
base-v1.1 model weights from Huggingface Hub
and its language modeling-adapted version. No-
tably, our model, trained for 16 hours on a single
GPU, lagged by only 0.2 RougeL on average com-
pared to the original T5-base-v1.1. This is an im-
pressive result given the vast disparity in training
data (the T5 paper indicates training on approxi-
mately 150x more data than we did). The language
modeling-adapted checkpoint outperformed both
the original T5-base-v1.1 model and ours, but this
language modeling model adaptation extends be-
yond the scope of this study. A single fine-tuning
step in our setup took approximately 0.18s, culmi-
nating in roughly an hour for the entire fine-tuning
process.

4.3 Efficiency Statistics
Table 1 showcases the efficiency metrics from our
pre-training experiments. It details the time taken
for a single pre-training step and the overall pre-
training time based on our default configuration
desribed in Section 3.2. A noteworthy observation
is that, because of the large batch size (128) used
for pre-training, for numerical precisions other than
BF16 we need to increase the number of gradient
accumulation steps from 1 to 2.

Attempts at Boosting Efficiency In our pursuit
of efficiency, we experimented with various strate-

gies, albeit with limited success:

• Optimization Algorithms: We assessed the
performance of recent optimizers like Lion
(Chen et al., 2023) and Sophia (Liu et al.,
2023). However, neither outperformed the
AdamW with RMS scaling.

• Positional Embeddings: We tried replacing
T5’s learned relative positional embeddings
with ALiBi (Press et al., 2021). Although
such a switch had the potential to reduce the
number of parameters, leading to faster train-
ing and inference rates, and paving the way
for integrating Flash Attention (Dao et al.,
2022) (currently limited to non-parametric
bias), our trials revealed that training with AL-
iBi was more volatile and yielded suboptimal
pre-training loss.

• FP16 Precision: Unfortunately, all our at-
tempts using FP16 precision consistently di-
verged.

5 Conclusions

In this study, we demonstrated the feasibility of
pre-training a substantial model like T5 under re-
source constraints, specifically using a single A100
GPU within a 24-hour timeframe. Through selec-
tion of optimization methods and configurations,
we achieved results comparable to large-scale train-
ing settings. Our intention in sharing the codebase,
configurations, and training logs is to bridge the
gap between research accessibility and computa-
tional resource limitations in the NLP domain. We
invite and welcome community suggestions to fur-
ther refine and enhance our approach.

Moving forward, we aim to enrich our code-
base by incorporating additional training objectives,
such as those suggested by (Tworkowski et al.,
2023; Tay et al., 2022), in hopes of further opti-
mizing the training pipeline.
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Abstract

We present the AWARE-TEXT package, an
open-source software package for collecting
textual data on Android mobile devices. This
package allows for collecting short message
service (SMS or text messages) and character-
level keystrokes. In addition to collecting
this raw data, AWARE-TEXT is designed for
on device lexicon processing, which allows
one to collect standard textual-based measures
(e.g., sentiment, emotions, and topics) with-
out collecting the underlying raw textual data.
This is especially important in the case of mo-
bile phones, which can contain sensitive and
identifying information. Thus, the AWARE-
TEXT package allows for privacy protection
while simultaneously collecting textual infor-
mation at multiple levels of granularity: person
(lifetime history of SMS), conversation (both
sides of SMS conversations and group chats),
message (single SMS), and character (individ-
ual keystrokes entered across applications). Fi-
nally, the unique processing environment of
mobile devices opens up several methodologi-
cal and privacy issues, which we discuss.

1 Introduction

Unlike traditional NLP tasks (e.g., machine transla-
tion or question answering), NLP in the context
of psychological, social, and health sciences is
aimed at understanding how textual data can char-
acterize people. This includes stance or sarcasm
at document-level (Lynn et al., 2019), state-level
tasks, such as emotion prediction (Mohammad,
2016), trait-level tasks, such as personality pre-
diction (Park et al., 2015) or mental health appli-
cations (De Choudhury and De, 2014), or even
population-level tasks, for example, monitoring
the opioid epidemic via social media data (Giorgi
et al., 2023). Similarly, keystroke data (or typ-
ing dynamics, i.e., a succession of individual de-
pressions on a keyboard) has been used to predict

∗ Authors contributed equally.
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Figure 1: Data flow diagram. Data stored and collected
on a mobile client is sent through AWARE-TEXT which
then processes the textual data and transmits raw (i.e.,
raw SMS or keystrokes) and lexical data to a remote
sever via a secure, encrypted connection. Privacy pre-
serving methods are shown in red.

emotions (Epp et al., 2011) and cognition (Brizan
et al., 2015). Historically, human-generated textual
data for such social science-oriented tasks is col-
lected from social media (e.g., Facebook, Reddit, or
Twitter), open-ended survey questions (Kjell et al.,
2022), or interviews (Son et al., 2023). However,
more recently, short message service (SMS or text
messaging) has received attention as a viable data
source (Liu et al., 2023; Meyerhoff et al., 2023;
Benoit et al., 2020; Nook et al., 2021; Stamatis
et al., 2022a,b; Tlachac and Rundensteiner, 2020;
Tlachac et al., 2022; Ameer et al., 2022). SMS,
and, more generally, mobile phone-based data, is
important for Just-in-Time Adaptive Interventions
(JITAIs), which can be used to deliver personal-
ized support and interventions in response to a per-
son’s changing physical and mental health (Nahum-
Shani et al., 2018).

AWARE-TEXT1 is an Android mobile phone
application (or “app”) built to collect passive mo-
bile data (e.g., GPS locations and accelerometer
data) with particular emphasis on textual2 data

1https://github.com/TTRUCurtis/aware-text
2To disambiguate text messages (or SMS) from text data

(data in the form of written text), we use the term textual data
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such as SMS and keystrokes. This app allows re-
searchers to collect raw textual data, both historical
data and prospective data in real time, as well as
lexical-based measures calculated on the device.
On-device processing of lexical-based measures,
such as sentiment or topics, inherently preserves
privacy: summary scores (e.g., sentiment) are trans-
mitted to a remote server and the underlying raw
data, which can be highly sensitive and contain
personally identifiable information (PII), does not
need to leave the mobile device.

In summary, AWARE-TEXT focuses on two
types of textual data (SMS data and keyboard input)
across four levels of granularity (person, conversa-
tion, message, and character). Across all data types
and levels AWARE-TEXT offers the ability to col-
lect raw data as well as lexical measures, which
inherently preserve privacy, as shown in Figure 2.
This package offers researchers the ability to col-
lect fine-grained textual data which can be used to
gain insight into tasks across natural language pro-
cessing, psychology, computational social sciences,
and psycho-linguistics.

2 Overall System Design

The AWARE-TEXT package is an extension of
the AWARE mobile sensing framework, an open-
source package developed to passively collect mo-
bile phone sensor data, such as accelerometer, gy-
roscope, and GPS data (Ferreira et al., 2015). This
extension consists of two on-device plugins (to col-
lect SMS data and process lexical measures) and a
series of post-processing scripts for data aggrega-
tion and cleaning. Thus, AWARE-TEXT is able to
collect everything AWARE is able to collect, plus
additional textual data. While the AWARE frame-
work is available for both iOS and Android devices,
the AWARE-TEXT package is only available on
Android devices due to iOS restrictions on access
to raw SMS and keyboard data.

The high-level features of AWARE-TEXT are
shown in Figure 1. Here we see that AWARE-
TEXT pulls data from both the mobile device’s
keyboard and local SMS database (described be-
low). Both data types are then optionally processed
into lexical measures, after which the raw and pro-
cessed lexical data are stored in a temporary local
database. This data is transferred (via a secure
HTTPS connection) to a remote server and stored
in a final database. AWARE-TEXT is designed to

when referring to data in text form.

Oh my god! I had such a hard 
day at work :( 

Join me for Happy Hour?

Oh man, I’m so sorry! Do you 
want to talk? 

YES! I could use a drink.

Positive emotions: 0.56
Negative emotions: 5.20
Stress: 1.07

Positive emotions: 0.38
Negative emotions: 1.66
Stress: 2.21

Positive emotions: 1.04
Negative emotions: 0.14
Stress: 0.47

Positive emotions: -4.56
Negative emotions: 2.13
Stress: 1.01

Figure 2: AWARE-TEXT has anonymized both people
in the conversation and the exact text written within each
utterance, while preserving the conversation structure.

optimally transfer data whenever wifi connections
are available to minimize the amount of cellular
data the application uses. The temporary database
is then cleared so as not to duplicate data.

3 Data Types

AWARE-TEXT collects two types of raw text data:
SMS and keystrokes. While the keystroke data
is available in the original AWARE implementa-
tion, the keystrokes lexical processing is novel to
AWARE-TEXT, as is the SMS collection.

3.1 SMS
SMS data includes traditional SMS and more recent
types of messaging, including MMS (Multimedia
Messaging Service) and RCS (Rich Communica-
tion Services). This includes group messages (text
messages between three or more people) and reac-
tions to messages, such as emojis. Each message is
timestamped to indicate the time sent or received.
We note that only textual data is collected, and no
images or audio files are stored. Finally, informa-
tion on who is on the opposite end of the received
or sent SMS is stored via a hashed identifier. This
is done in such as way that hashes are consistent
across communications, which enables one to re-
construct conversations or identify SMS messages
sent to a particular (non-identifiable) person.

SMS collection can occur retrospectively (the
complete history of SMS stored on the mobile
device) and prospectively (all SMS messages ex-
changed while AWARE-TEXT is running). Ad-
ditionally, SMS is collected from both the person
running AWARE-TEXT on their device (i.e., sent
messages) as well as from others (i.e., all received
messages). Data collection is fully configurable,
and all combinations of retrospective/prospective
and sent/received are available.
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3.2 Keystrokes

Keystrokes are single depressions of a key on a key-
board and include non-standard characters such as
deletions and auto-completes, along with informa-
tion on the time between each key press. Keystroke
data is collected per application. This allows one
to measure typing dynamics in applications such
as Facebook Messenger or the local web browser.
For example (as seen in Table 1), if a user searched
“Taylor Swift‘”, while misspelling the name, then
AWARE-TEXT would collect rows for each of “T”,
“Ta”, “Tai”, “Ta” (i.e., a deletion occurred), “Tay”,
etc. No passwords are collected via AWARE-
TEXT. Finally, we note that when applying lexical
measures to the keystroke data, we only consider
the complete keyboard input for a single typing ses-
sion (for example, input to a search engine) instead
of running lexica across each character.

4 Levels of Data Collection

AWARE-TEXT has been designed to enable anal-
ysis of textual data at various levels of granular-
ity: person, conversation, messages, and characters.
This is true of both raw data and lexical measures.
This flexibility is enabled by collecting data at a
low level and preserving summary statistics that
may be aggregated to higher levels of analysis.

Person-level data is available by aggregating raw
text (SMS or keystrokes) or lexical measures across
a person’s individual inputs (for example, their
lifetime SMS history). Conversations can be con-
structed by combining SMS data between pairs and
groups of people. This can include SMS from non-
consenting individuals (see Ethical considerations
below). Message data (raw or lexical) is obtained
by single SMS or complete keyboard input and
is the most basic unit available for lexical mea-
sures. Finally, raw character-level data is obtained
through keystroke inputs.

5 Privacy Preserving Lexical Measures

Running lexical measures on the device allows re-
searchers the ability to collect data across each
SMS or keystroke without necessitating the col-
lection of the underlying raw data. This raw data
could include sensitive information (e.g., revealing
search histories or SMS with PII) and data from
non-consenting individuals (e.g., SMS from peo-
ple communicating with the study participant). As
shown in Figure 2, the lexical measures can be

Device
ID

Timestamp
Application

Name
Before
Text

After
Text

1 08/06/2023 12:46:56 Chrome T
1 08/06/2023 12:46:57 Chrome T Ta
1 08/06/2023 12:46:58 Chrome Ta Tai
1 08/06/2023 12:46:58 Chrome Tai Ta
1 08/06/2023 12:46:59 Chrome Ta Tay
2 08/12/2023 07:02:23 Instagram p
2 08/12/2023 07:02:23 Instagram p pi
2 08/12/2023 07:02:23 Instagram pi piz
2 08/12/2023 07:02:24 Instagram piz pizza

Table 1: Example keystroke data. Each row contains a
single depression of a key on the keyboard and includes
both the current text and the previous text, allowing one
to easily identify deletions and autocompletes.

applied to both ends of the conversation, thus ob-
fuscating both the exact people in the conversation
and their exact utterances while still preserving
both the overall conversation and individual turns
within the conversation. While mobile phones can
collect data in multiple languages, this tokenizer
is designed for English text, and thus would need
to be replaced for on-device processing of non-
English languages.

Preprocessing Applications on the Android OS
are Java and, more recently, Kotlin based. There-
fore, we use a Java-based tokenizer from the
Natural Language Processing for JVM languages
(NLP4J) project3 developed by EmoryNLP. While
this tokenizer is not designed for noisy user-
generated textual data such as SMS, several key
features make it useful for this setting, such as
emoji recognition.

Lexical Data Table 2 shows a sample of the SMS
lexical data. Here we see both the Device ID (the
mobile device running AWARE-TEXT) and the
Contact ID as numeric or hashed identifiers, thus
removing any identifying information. Total Words
and Lexicon Words are, respectively, defined as the
total number of words in the message and the num-
ber of words in the intersection between the mes-
sage and the lexicon. This allows one to normalize
the lexicon score in various ways. Additionally,
this allows one to aggregate scores across levels.
For example, one could aggregate the stress scores
across messages in a given day, normalized using
the Total Words, to produce a daily stress score.
Similarly, this can be done across people, conver-
sations, or applications (via keystroke data).

3https://emorynlp.github.io/nlp4j/
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Device
ID

Lexicon
Category

Total
Words

Lexicon
Words

Score
Contact

ID
Type Timestamp

1 stress 11 5 17.0798 9f27e sent 08/06/2023 12:46:56
1 happiness 11 7 1.17805 9f27e sent 08/06/2023 12:46:56
1 stress 4 1 0.382509 c3d17 received 08/07/2023 17:52:01
1 happiness 4 3 0.585531 c3d17 received 08/07/2023 17:52:01
2 loneliness 25 20 -45.5145 73e48;ca96d sent 08/07/2023 01:43:12
2 life satisfaction 25 6 0.0454235 73e48;ca96d sent 08/07/2023 01:43:12

Table 2: Example of lexical measures across the SMS data. Lexical measures include stress, happiness, loneliness,
and life satisfaction. The person on the other end of the conversation is consistently hashed (e.g., 9f27e) in order to
preserve conversations. Group messages include a list of all recipients. Total and Lexicon Words allow for different
types of normalization, as well as the aggregation of category scores across time and people.

Post-processing Given the sensitive nature of
the raw keystroke features, we include a post-
processing script that can be automatically run on
the remote AWARE server (Figure 1) to remove po-
tentially identifying information. This script uses
spaCy’s Named Entity Recognizer and regular ex-
pressions4 to remove mentions of names, numbers,
places, etc. The explicit mentions are replaced
with their respective category names (e.g., “Taylor
Swift” is replaced with {NAME}), and the cate-
gory names are backpropagated through the data to
the first keypress in the explicit mention.

Data Aggregation The lexical data can be fur-
ther post-processed using the open-source RAPIDS
package (Vega et al., 2021). This package is used
to process raw mobile sensing data in order to ex-
tract behavioral features. In particular, RAPIDS is
designed to work with the AWARE and AWARE-
TEXT apps. This package can be used to aggregate
lexical measures across time, people, and appli-
cations and combinations of each. For example,
RAPIDS can aggregate lexical measures across
hours, days, or even applications and days together.

Prepackaged Lexical Measures AWARE-
TEXT comes prepackaged with state-of-the-art
lexica for measuring psychological well-being
from textual data (see original publications for
details): happiness (Giorgi et al., 2021), life satis-
faction (Jaidka et al., 2020), loneliness (Guntuku
et al., 2019b), politeness (Li et al., 2020), and
stress (Guntuku et al., 2019a).

Extending the Lexical Measures The prepack-
aged lexical measures in AWARE-TEXT can be
easily extended to include any measure that can
be decomposed into a category with weighted

4https://github.com/madisonmay/CommonRegex

words (note that weights can be trivially set to
one for all words). For example, this can include
Latent Dirichlet Allocation (LDA) topics, where
weights are conditional probabilities estimated
through the LDA process. This can also include
other popular lexical measures such as LIWC (Pen-
nebaker et al., 2001), the NRC Emotion/Valence-
Arousal-Dominance/Sentiment lexica (Mohammad
and Kiritchenko, 2015; Mohammad, 2018), and
ANEW (Warriner et al., 2013).

6 Methodological Considerations

Running on-device computation opens up method-
ological and computational issues. First, while
many NLP tools exist in Java, such as the Stanford
CoreNLP toolkit (Manning et al., 2014), most mod-
ern libraries are written in Python, making them in-
accessible in an Android environment. Thus, many
new technologies, such as contextual embeddings,
are unavailable for on-device processing. Second,
one must consider the person using the device. For
example, high computation can quickly drain the
phone’s battery or slow down other applications.
Similarly, transferring large amounts of data to a re-

Facebook SMS
Age .68 .45∗

Gender† .91 .80∗

Depression .36 .29
Life Satis. .21 .14
Stress .21 .18

Table 3: Product moment correlations (or † accuracy)
between language estimates and self-reports across both
platforms reported in Liu et al. (2023). ∗ significant
difference in bootstrapping test between the SMS and
Facebook correlations.
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Open Source SMS Keystrokes On-device Lexical Processing

AWARE-TEXT ✓ ✓ ✓ ✓

AWARE (Ferreira et al., 2015) ✓ ✓

Beiwe (Onnela et al., 2021) ✓ ✓

EARS (Lind et al., 2018) ✓ ✓

Passive Data Kit (Audacious Software, 2018) ✓ ✓

m-Path (Mestdagh et al., 2023) ✓

mindLAMP (Torous et al., 2019) ✓ ✓

Table 4: Comparison of recent mobile sensing platforms in their textual data collecting capabilities. AWARE-
TEXT is the only open-source app which collects multiple types of data while offering on-device processing.

mote server can quickly increase data usage and the
user’s mobile phone bill. These issues can cause
participants to uninstall AWARE-TEXT which can
lead to low study completion rates. Thus, algo-
rithms should reduce run-time and throughput.

7 Case Study

To date, one study has used the AWARE-TEXT app
with a sample of 120 participants who installed
AWARE-TEXT, answered a series of self-reports,
and shared Facebook language data. This study
compared preexisting social media-based lexical
models in their ability to predict self-reports when
applied to out-of-domain textual data (Liu et al.,
2023). It applied five models trained from Face-
book language to predict self-reported age, gender,
depression, life satisfaction, and stress. Each model
was separately applied to SMS and Facebook posts,
and the resulting model predictions were compared
to self-reports. We report their findings in Table 3.
The results from this study show that for three out
of five models, the SMS-based predictions did not
statistically differ from the Facebook-based pre-
dictions, indicating that SMS is a potential data
source for investigating social-psychological traits
of people. This paper represents a preliminary anal-
ysis, and further investigation is needed into the
strengths and weaknesses of SMS data.

8 Comparison of Mobile Text Apps

There are several apps which allow for either SMS
retrieval or keystroke logging. SMS retrieval apps
are typically designed for personal use, such as
data backups and phone transfers, such as SMS
Backup & Restore5, or legal discovery, such as
Logikcull6. Finally, there are also apps used for

5https://www.synctech.com.au/sms-backup-restore/
6https://www.logikcull.com/

survey collection via SMS, such as ODK7. These
apps send questions and receive answers via SMS,
and data collection is typically limited to retrieving
the survey question responses. Keylogging apps are
typically designed for the purpose of monitoring,
such as Kidlogger8 which allows parents to monitor
their children’s phone activity. Thus, most apps
which collect this data are not used for general data
collection and research purposes.

Apps which collect SMS or keystroke data that
are designed for research purposes are typically in
the domain of mobile phone–based sensing soft-
ware. There are several popular apps in this domain
which have been used for social scientific research.
In Table 4, we summarize the textual data collect-
ing capabilities of several apps (those updated since
20189). We note that AWARE-TEXT is the only
open-source app which collects multiple types of
text data while offering on-device processing.

9 Conclusions

AWARE-TEXT is a novel data collection applica-
tion for Android mobile phones designed to capture
textual data through SMS and keystrokes. This ap-
plication allows researchers to collect data from
consenting participants at multiple levels of granu-
larity (person, conversation, message, and charac-
ter) with the additional ability to collect both raw
and aggregate lexical measures which preserve pri-
vacy. Over 85% of Americans own smartphones,
and a growing number identify as smartphone de-
pendent (i.e., smartphone serves as their primary
means of online access). Thus, mobile phones offer
a rich data source, which can be used as a lens into
the daily lives of large sections of the population.

7https://odk.org/
8https://kidlogger.net/
9https://w.wiki/7qPn
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Ethical Considerations

While AWARE-TEXT allows one to collect
anonymized data (in the form of lexical based mea-
sures) and offers post-processing cleaning scripts, it
does offer the ability to collect raw data. Raw SMS
and keystroke data can contain highly sensitive and
identifying information, such as names and social
security numbers. Similarly, passwords (while not
collected in the keystroke data) can be found in
SMS data. It also offers the ability to collect data
from non-consenting individuals in the form of re-
ceived SMS. While no identifying information is
explicitly collected from these individuals (e.g., all
mobile phone numbers are hashed), the SMS data
may contain sensitive information. Working with
such data therefore requires a high level of care.

Collecting SMS data across conversations in-
volves collecting data from non-consenting individ-
uals. As discussed above, AWARE-TEXT offers
the ability to collect de-identified lexical features as
opposed to the underlying raw data. If the raw SMS
data must be collected then AWARE-TEXT offers
post-processing scripts that attempt to automati-
cally remove sensitive and identifying information,
which we highly recommend using. The result-
ing text (associated to an individual only with a
hashed identifier) may be considered de-identified
and, therefore, might not always be considered hu-
man subjects research. These distinctions should
ultimately be decided by an Institutional Review
Board. Note that further privacy preserving actions
can be taken in order to help ensure equitable data
collection. One study which collected both sides
of SMS conversations (Song et al., 2014), offered
participants the ability to remove or alter text and
asked participants to consider the preferences of
their conversation partners when removing sensi-
tive text10.

While outside of the scope of the AWARE-
TEXT app, when storing this data on remote servers
we recommended following standard security pro-
tocols such limited access, encryption, and two fac-
tor authentication. When collecting other measures
from participants (such as surveys, demographics,
or medical records), we recommend that raw data
from AWARE-TEXT be stored separately and, if
possible, on separate machines.

Mobile sensing, in general, opens up several
ethical and privacy issues, especially in the con-
text of health or when used to collect data from

10This study did not use AWARE-TEXT.

vulnerable populations; see Breslin et al. (2019)
and Fuller et al. (2017) for in-depth discussions on
such issues. At a minimum, we believe all uses
of AWARE-TEXT should obtain approval from
an ethical review board (e.g., Institutional Review
Board or Ethics Committee). Similarly, researchers
should follow informed consent principals when
recruiting study participants.
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Abstract

Many machine translation toolkits make use
of a data preparation step wherein raw data is
transformed into a tensor format that can be
used directly by the trainer. This preparation
step is increasingly at odds with modern re-
search and development practices because it
produces a static, unchangeable version of the
training data, making common training-time
needs difficult (e.g., subword sampling), time-
consuming (preprocessing with large data can
take days), expensive (e.g., disk space), and
cumbersome (managing experiment combina-
torics). We propose an alternative approach that
separates the generation of data from the con-
sumption of that data. In this approach, there
is no separate pre-processing step; data gener-
ation produces an infinite stream of permuta-
tions of the raw training data, which the trainer
tensorizes and batches as it is consumed. Addi-
tionally, this data stream can be manipulated by
a set of user-definable operators that provide on-
the-fly modifications, such as data normaliza-
tion, augmentation or filtering. We release an
open-source toolkit, SOTASTREAM, that imple-
ments this approach: https://github.com/
marian-nmt/sotastream. We show that it
cuts training time, adds flexibility, reduces ex-
periment management complexity, and reduces
disk space, all without affecting the accuracy
of the trained models.

1 Introduction

A cumbersome component of training machine
translation systems is working with large amounts
of data. Modern high-resource parallel datasets
are often on the order of hundreds of millions of
parallel sentences, and backtranslation easily dou-
bles that (Kocmi et al., 2022, Appendix A). Be-
cause this data is too large to fit into main memory,
toolkits such as FAIRSEQ (Ott et al., 2019) and
SOCKEYE (Hieber et al., 2022) make use of a pre-
processing step, which transforms the training data
from its raw state into a static sequence of tensors.
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preprocessing

data 
variant

sotastream

ST
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train
(from files)

train 
(STDIN)
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parameters
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Figure 1: The SOTASTREAM approach separates data
generation from consumption. Whereas offline ten-
sorization requires model-specific parameters such as
the vocabulary, which ties processed data to a partic-
ular training, SOTASTREAM produces data on the fly,
avoiding time-consuming production and space-wasting
storage of preprocessed data.

These tensors can then be read in via an index and
memory-mapped shards, allowing for quick assem-
bly into batches at training time.

While this offline preprocessing prevents data
loading from becoming a bottleneck in training, it
creates a number of other problems:

• it breaks an abstraction: the tensorized data
is tied to specific modeling decisions, such as
the vocabulary;

• it is cumbersome: the tensorized data cannot
be easily changed, and even minor variations
of the data must be processed separately and
then managed;

• it is time-consuming: pre-processing can take
considerable time and must be completed be-
fore training can start; and

• it is wasteful: each data variant replicates the
original’s disk space.

These problems exist for construction of any model,
but are exacerbated in research settings, which of-
ten explore variations of the training data.

We describe an alternative that factors genera-
tion of data from the consumption of that data by
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the training toolkit. This view presents the training
data as an infinite stream of permutations of the raw
training samples. This stream is then consumed by
the training toolkit, which tensorizes it on the fly,
consuming data into a buffer from which it can as-
semble batches. This framework eliminates all the
problems above: variants of the data are indepen-
dent of any model; arbitrary manipulations can be
applied on the fly; preprocessing time is amortized
over training, which can start as soon as the first
batch can be constructed;and no extra disk space
or management is required.

We release an open-source implementation of
the proposed data generation framework called SO-
TASTREAM1. SOTASTREAM is written in Python
and uses Infinibatch2 to provide a stream of data
over permutations of data sources. It additionally
provides an easily-extendable set of mixers, aug-
mentors, and filters that allow data to be probabilis-
tically manipulated on the fly. A particular config-
uration of manipulators is provided by the user in
the form of a dynamically-loadable pipeline, which
defines a parameterizable recipe that can be used
for training. SOTASTREAM uses multiprocessing to
reach high throughput levels that prevent starvation
of the training toolkit. And finally, it employs a
standard UNIX API, writing data to STDOUT.

After presenting this framework (§ 2), we con-
duct a quality comparison to demonstrate that it
does not reduce model quality (§ 4). We then inves-
tigate stream bandwidth under various pipelines as
well as necessary toolkit consumption needs (§ 5).
We conclude by demonstrating a number of use
cases (§ 6).

2 Training from data streams

The core idea underlying SOTASTREAM is to
cleanly separate data generation from consumption
of that data during training. The data generator is
responsible for producing training samples, and the
trainer consumes them. This factorization allows
us to separate properties of the data (such as their
sources, mixing ratios, and augmentations) from
properties of training and the model (such as tensor
format, batch size, and so on).

The current approach relies on standard UNIX

I/O pipes as an interface between these two pieces.
However, SOTASTREAM could also be used to gen-
erate data for offline uses, or modified to allow

1https://github.com/marian-nmt/sotastream
2https://github.com/microsoft/infinibatch

consumption through some other API, such as a
library call that returns a generator.

2.1 Data generation
SOTASTREAM is a data generator. At a high level,
it works by defining a pipeline. This pipeline reads
from a set of zero or more input data sources, ap-
plies any augmentations, and produces a single
output stream.

Pipelines Pipelines are implemented by inherit-
ing from the base Pipeline class. The class im-
plementation is responsible for defining the input
data sources, reading from them, applying augmen-
tations, and returning a single output stream. These
are depicted in Figure 2, a simplified presentation
that elides other support features, such as providing
the mixing weights for the input data sources.

The pipeline has three basic components:

1. Build a stream for each input data source;

2. apply a sequence of augmentors; and

3. merge the streams to a single output stream.

Data sources SOTASTREAM uses Infinibatch to
return a generator over a permutation of the sam-
ples in a data source. Each DataSource object
receives two key arguments: a file path to the data
source on disk, d, and a processor function, f , to
read it. This can be seen in Figure 2 in the call to
create_data_stream(d, f).

The data is received as a path to a directory of
compressed TSV file shards. Infinibatch requires
that data be presented in this way.3 For each data
epoch, Infinibatch produces a permutation of these
shards. The shards are then passed, in turn, to the
function f , which is responsible for opening, read-
ing, and processing the shard. It is important to
note that Infinibatch provides an infinite stream of
data; that is, it will iterate indefinitely over its input
data, subject to the constraint that no shard (within
a data source) will be seen n + 1 times until all
shards have been seen n times. See the Multipro-
cessing section (§ 2.3) below for important caveats
related to multiprocessing and MPI training).

Augmentations The second argument to
create_data_stream is a generator function, f ,

3SOTASTREAM can also receive a path to a single com-
pressed TSV file, in which case it splits the file into shards
under a temporary directory. The default shard size is 1e6
lines. The results of this automatic sharding are cached using
an MD5 checksum.
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@pipeline("robust -case")
class RobustCasePipeline(Pipeline):

def __init__(self , pa_dir: str , bt_dir: str , ** kwargs):
super ().__init__ (** kwargs)
pa_stream = self.create_data_stream(pa_dir , processor=Augment)
bt_stream = self.create_data_stream(bt_dir ,

processor=partial(Augment , tag="[BT]")) # tag the BT data
self.stream = Mixer([pa_stream , bt_stream], self.mix_weights)

# definitions of other class methods go here ...

def LowerCase(stream: Generator[Line]) -> Generator[Line]:
for line in stream:

line [0] = line [0]. lower() # lowercase the source side
yield line

def TitleCase(stream: Generator[Line]) -> Generator[Line]:
for line in stream:

line[0], line [1] = line [0]. title(), line [1]. title () # titlecase both sides
yield line

def TagData(stream: Generator[Line], tag: str) -> Generator[Line ]}:
for line in stream:

line [0] = f"{tag} {line}" # add a target language tag to the source
yield line

def Augment(path: str , tag: str = None) -> Generator[Line]:
stream = UTF8File(path) # open the path to the shard

stream = Mixer( # randomly mix casing variants
[ stream , LowerCase(stream), TitleCase(stream) ],
[ 0.95, 0.04, 0.01 ],

)

if tag is not None:
stream = TagData(stream , tag)

return stream

Figure 2: A simplified pipeline. Streams are built by composing generator functions over input data sources (here,
parallel and backtranslated data). This example tags the backtranslated stream, then mixes it with the parallel stream
using weights provided on the command line (defaulting to 1:1). It then applies random source-lowercasing (4%)
and title-casing (1%).

class Line:
def __init__(self , line: str):

if line is not None:
self.fields = line.split("\t")

else:
self.fields = []

Figure 3: The (simplified) Line object, a lightweight
wrapper around a single row of tab-separated input data.

an Infinibatch primitive whose task is to open each
shard and produce an output data stream. The
output is in the form of Line objects (Figure 3),
each of which is a class representation of the TSV
input. By convention in machine translation, fields
0 and 1 are treated as source and target segments,
respectively, but the code itself makes no such
assumptions.

The function is not limited in just reading and re-

turning the data. A key feature of SOTASTREAM is
augmentations, which are arbitrary manipulations
of a data stream that are easy to stack and accumu-
late. This is accomplished by composing genera-
tors. Figure 2 contains a number of examples in
the Augment function. It first opens a stream on a
path (passed from Infinibatch, containing a path to
a sharded file name). It then applies lowercasing
and title-casing to the input stream probabilisti-
cally, using a Mixer class to select among them
with specified weights. Finally, it prepends a tag to
the data, if requested by the caller.

Outputting the stream Finally, at the top
level, the (augmented) streams from different data
sources are merged into a single stream. This works
in the same way as the above Mixer class exam-
ple. One additional feature is that the Pipeline
class provides the ability to set these top-level data
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weights from the command line (--mix-weights).

2.2 Data consumption

The main requirements for the trainer are to con-
sume data into a pool, apply subword processing,
organize into batches, and run backpropagation
against the training objective. Because these are
done on the fly, rather than in preprocessing, special
considerations must be implemented to ensure that
this extra processing does not become a bottleneck
for training.

In Section 5, we experiment with an implemen-
tation in the Marian toolkit (Junczys-Dowmunt
et al., 2018). Marian makes use of multiple worker
threads, which pre-fetch data from STDIN into an
internal memory pool, where the data is tokenized
and integerized. When the pool is filled, it is sorted
and batched (according to run-time settings). In
the meantime, prefetching continues into a sec-
ond pool. As training proceeds, these two pools
are used alternately for filling via prefetching and
batch generation.

2.3 Multiprocessing

In order to sustain a sufficient throughput, SOTAS-
TREAM makes use of multiprocessing. This can be
increasingly important if the augmentations applied
are expensive to compute. We quantify the effects
of multiprocessing for generation under a handful
of pipelines of varying complexity in Section 5.

Internally, this is accomplished with the
multiprocessing library. We create separate sub-
processes, each of which is provided with indepen-
dent access to the data sources. The parent process
maintains a pipe to each subprocess, and queries
them in sequence, reading a fixed number of lines
from each in turn, and passing them to the standard
output.

An important issue is raised when working with
subprocesses. If each subprocess were to return an
independent permutation over the input data, merg-
ing subprocesses would not itself result in a per-
mutation. To address this, each of n subprocesses
is initalized with 1

n of the data shards, themselves
assigned in round-robin order across the subpro-
cesses. In this way, we guarantee a permutation
in settings where the number of processes evenly
divides the number of shards.

When working over MPI, no such coordination
takes place. Each MPI instantiation will receive a
different randomly-seeded shard permutation.

3 Experimental setup

Our experimental goal is to demonstrate that the
many advantages of SOTASTREAM do not come at
a cost in accuracy (§ 4) or speed (§ 5). We do this
by comparing to a number of other data loading
methods. In order to isolate the effects of changing
the data loader, we conduct all of our experiments
within the Marian toolkit. Marian does not support
offline data preprocessing; instead, we compare a
number of different streaming settings that cover
best-case scenarios for data loading.

3.1 Streaming variations

We compare the following data-loading variations.

• Full loading. In this scenario, the trainer has
direct memory access to the entire data source.
For our experiments, Marian loads the com-
plete datasets into main memory. There is
some startup cost, after which all access to the
data is immediate.

• Sequential streaming. In this approach, the
training data is read sequentially, in a loop
over the entire training set. Data is prefetched
into a pool of a specified size, from which
mini-batches are assembled. Since data is
read sequentially, there is no randomization
across data epochs. The pool size determines
an upper bound on memory usage.

• Randomized sequential streaming. In this vari-
ant of sequential streaming, the lines in each
data source are randomly permuted prior to be-
ing read, providing a corpus-level permutation
on top of sequential streaming’s pool-based
reordering.

• SOTASTREAM. Our Infinibatch-based stream-
ing approach.

For toolkits that support preprocessing, it is typi-
cal to construct an index, which organizes the pre-
sorted and tensorized data into memory-mappable
shards. Marian does not have a preprocessing op-
tion, which means that we have no comparison to
a setting where tensorization is done offline. We
thus consider full-loading to be the closest equiv-
alent, since preprocessing is in fact a stand-in for
full loading. This can only possible affect speed
comparisons (§ 5).
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3.2 Model parameters

We conduct experiments in a large-data and small-
data setting. Our large-data setting is English–
German. We train on 297m lines of Paracrawl v9
(Bañón et al., 2020) from WMT22 (Kocmi et al.,
2022). We use a 32k shared unigram subword
model (Kudo, 2018) using SentencePiece (Kudo
and Richardson, 2018), trained jointly over both
sides. We train a standard base Transformer model
(Vaswani et al., 2017) with 6/6 encoder/decoder lay-
ers, an embedding size of 1024, a feed-forward size
of 4096, and 8 attention heads. The large model
is trained for 20 virtual epochs. Since there are
roughly 7.4 billion target-side tokens after tokeniz-
ing the data, this equates to roughly three passes
over the data.

For the small-data setting, we train on Czech–
Ukrainian, also from WMT22. This dataset has
roughly 12m parallel lines. We use the same model
and parameter settings, but train for only five vir-
tual epochs, or roughly 30 data epochs, since the
model converges by then.

3.3 Evaluation

We evaluate on the WMT21/en-de and WMT22/cs-
uk test sets. We use a number of metrics to capture
variation:

• BLEU (Papineni et al., 2002) and chrF
(Popović, 2015), both computed with sacre-
bleu4 (Post, 2018).

• COMET20/22 (Rei et al., 2020), us-
ing model wmt20-comet-da (EN-DE) or
wmt22-comet-da (CS-UK).

4 Quality Comparison

Table 1 contains metric results for both our high-
and low-resource settings. For English–German,
we observe rough equivalence across all training
methods and metrics, which establishes SOTAS-
TREAM as a viable data preparation tool. A similar
pattern holds for Czech–Ukrainian, except for the
odd outlier of the sequential streaming approach.
This approach simply ‘cat‘ed the training data re-
peatedly until model convergence. This result is
strongest for COMET and less pronounced for
BLEU and chrF. We have no clear explanation for
this; one guess is that in smaller data settings, with

4Version 2.3.1 with default settings.

no filtering, curriculum effects may be more pro-
nounced, and this is the only data generation ap-
proach with no randomization. Among approaches
that permuted the data, SOTASTREAM is on par
with the others. We therefore consider it to pass the
quality benchmark.

5 Speed

Next we ask whether SOTASTREAM has a negative
effect on speed. We examine speed in three settings:
generation speed (§ 5.1), Marian’s consumption
speed (§ 5.2), and total runtime (§ 5.3).

5.1 Data generation
We first examine how fast SOTASTREAM can write
data to STDOUT.

Our benchmark consists of a producer and a con-
sumer connected by UNIX pipe. The producer
varies among the tools we compare in our bench-
mark (described below), while the consumer is a
lightweight script, whose sole purpose is to count
records from STDIN and report the yield rate (the
number of lines per second). All benchmarks are
run one at a time, on the same machine,5 with no
other CPU- or I/O-intensive processes are compet-
ing for resources. We run each benchmark multiple
times and report the average.

We compare the following generation tools:

• zcat: A wrapper to GNU gzip6 that decom-
presses and outputs lines. This serves as the
best case scenario, where the producer is im-
plemented in an efficient way (e.g. C/C++)
and has no time-consuming augmentations.

• zcat.py: Similar to zcat, but based on gzip
API from Python’s standard library.7

• default pipeline: SOTASTREAM’ default, re-
turning lines from a single data source (§ 2.1)
with no augmentations.

• case augmentor pipeline: the pipeline from
Figure 2. It mixes two data sources, applies
case transformations, and prepends a "[BT]"
tag to the backtranslated data.

We benchmark multiple worker subprocesses: n ∈
{1, 2, 4, 8, 16, 32}. The throughput measured is

5An Intel Xeon E5-2620 CPU with 32 cores, 660 GB of
RAM, and running Ubuntu 20.04 LTS.

6https://git.savannah.gnu.org/cgit/gzip.git/
tree/zcat.in

7https://docs.python.org/3/library/gzip.html

114

https://git.savannah.gnu.org/cgit/gzip.git/tree/zcat.in
https://git.savannah.gnu.org/cgit/gzip.git/tree/zcat.in
https://docs.python.org/3/library/gzip.html


English–German (newstest2021) Czech–Ukranian (wmttest2022)
Model COMET20 BLEU chrF COMET22 BLEU chrF

Best constrained 54.8 31.3 60.7 91.6 34.7 61.5

Full loading 55.9± 0.4 34.9± 0.1 62.0± 0.0 85.5± 0.2 27.9± 0.4 55.6± 0.2
Sequential streaming 56.1± 0.2 35.0± 0.2 62.1± 0.0 86.4± 0.1 28.7± 0.3 56.6± 0.2
Randomized streaming 55.8± 0.2 35.1± 0.0 62.2± 0.0 85.6± 0.1 27.8± 0.0 55.6± 0.2
SOTASTREAM 55.9± 0.1 34.9± 0.1 62.1± 0.1 85.7± 0.2 28.5± 0.4 56.2± 0.2

Table 1: Mean over three runs for our high- and low-resource scenarios. The best constrained system is WeChat-AI
(Zeng et al., 2021) for EN-DE and AMU (Nowakowski et al., 2022) for CS-UK.

1,000

10,000

100,000

1,000,000

1 2 4 8 16 32

L
in

es
/s

(l
o

g
 s

ca
le

)

Workers (threads)

Yield and Consumption Rates

zcat zcat.py default case augmentor

Marian NMT trainer, 1 GPU

Marian NMT trainer, 8 GPUs

Figure 4: Generation and consumption rates with SO-
TASTREAM and Marian, respectively. SOTASTREAM is
not a bottleneck, but is easily able to generate data and
transmit it through the POSIX API to sustain training.

as lines/s and is given Figure 4. zcat, being the
fastest, yields over 585k lines/s, and Python’s al-
ternative (zcat.py) yields 342k lines/s.8 Our SO-
TASTREAM default with a single worker yields
approximately 136k lines/s, which can be increased
with more workers and plateaus after a certain rate
(possibly due to a bottleneck in number of parallel
reads supported by underlying storage device). As
we add more augmentations and mixture processes,
we observe a lower yield rate than no-augmentation
baselines (expected). However, yield rate can be
improved with more worker processes.

5.2 Consumption

We have shown the rate at which SOTASTREAM

can generate data. In this section, we show the
rate at which one particular NMT trainer (Marian)
consumes training data. Training time and the con-
sumption rate varies based the size of model being
trained, and the number of GPUs used for training.

We train smaller Transformer models than used
8Measured on CPython v3.11; prior versions of CPython

are found to be slower.

Model Time (Hours)

Full loading 36.84 ±0.16
Sequential streaming 35.51 ±0.15
Randomized streaming 35.73 ±0.05
SOTASTREAM 35.86 ±0.27

Table 2: End-to-end training time.

for Table 1, since smaller models train faster and
therefore have higher data consumption needs. We
use 6/6 encoder/decoder layers, 512-dimensional
embeddings, and feedforward sublayers of size
2048. We report consumption rate for six settings:
one vs. eight GPUs,9 and using one, four, or eight
prefetching worker threads. As shown in Figure 4,
a trainer with single GPU consumes about 1523
lines/s, and with eight GPUs, the consumption rate
increases to 8957 lines/s. Even in the best case
scenario (smaller model, more GPUs, and more
prefetcher threads), the consumption rates of train-
ing process are lower than SOTASTREAM produc-
tion rate.

We recommend running multiple workers when
augmentations are slow in order to maintain suf-
ficient output rates. We do not experiment with
them here, but in multi-node training settings coor-
dinated with MPI, one (multiprocess) instance of
SOTASTREAM should be run per node.

5.3 Total time to run
Table 2 verifies that SOTASTREAM’s amortized ap-
proach is neither slower nor faster than other ap-
proaches when total runtime is considered.

6 Example Use Cases

In this section we show example use cases how SO-
TASTREAM can be used to simply and easily mod-
ify data on the fly. This provides all the advantages
of training for robustness without the cumbersome
task of generating (and managing) data that has

9NVIDIA Tesla V100s with 32GB.
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been preprocessed in many different forms, which
are combinatorial and impose high costs on the
complexity of managing training runs.

6.1 Mixing multiple streams of data

Training machine translation models often requires
combining different data sets in desired proportions
in order to balance their size or quality or other
properties. The example in Figure 2 demonstrates
that combining original parallel data and back-
translated data can be efficiently achieved in SO-
TASTREAM by mixing multiple data streams with
specific data weighting. The weights for each data
stream can be then specified using the command-
line options:

sotastream robust -case \
parallel.tsv.gz backtrans.tsv.gz \
--mix -weights 1 1

The weights are normalized and used as probabili-
ties with the Mixer augmentor.

This approach, when compared to the traditional
offline preparation of the data, is much simpler,
more scalable, saves disk space and does not re-
quire complicated ratio-computation and data over-
or downsampling.

6.2 Data augmentation for robustness

SOTASTREAM’s augmentors provide a flexible
framework for developing different methods for
data augmentation, for example, case manipulation
for robustness against different casing variants of
the input text. It is demonstrated in the example in
Figure 2, where LowerCase is an augmentor that
lowercases the source text, and TitleCase con-
verts both source and target sides to the English
title-cased format. The frequency of each variant
is easily controlled with the same Mixer used to
join separate data sources. The on-the-fly approach
simplifies experiments when testing multiple varia-
tions, which is often needed in order to find optimal
augmentation methods and ratios, it minimizes the
burden of experiment management.

Many other types of robustness augmentation
(Li et al., 2019), such as source-side punctuation
removal, spelling errors generation, etc., can be
implemented in a similar way.

6.3 Filtering bad data examples

In SOTASTREAM it is straightforward to do data
filtering on the fly. This type of filtering is espe-
cially useful in scenarios in which external data is

used for model training or fine-tuning that cannot
be manually filtered in a controlled way.

For example, a URLFilter filter that removes
lines that have unmatched URLs between the
source and target fields can be implemented using
the provided MatchFilter:
def URLFilter(stream):

pattern = r'\bhttps ?:\S+[a-z]\b'
return MatchFilter(stream , pattern)

6.4 Subword tokenization sampling
The boundary separating data generation from con-
sumption can be blurred. For example, instead of
producing raw text output, the tool could generate
subwords, if provided with a subword model. This
facilitates randomized sampling of different sub-
word segmentations from a Unigram LM model
with SentencePiece’s Python wrapper:
import sentencepiece as sp
spm = sp.SentencePieceProcessor(

model_file=SPM_VOCAB)

def spm_enc(stream , spm , fields =[0, 1]):
for line in stream:

for field in fields:
line[field] = spm.encode(

line[field], out_type=str ,
enable_sampling=True))

yield line

6.5 Training document-context models
When training document models (e.g., Post and
Junczys-Dowmunt (2023)), we can easily construct
pseudo-documents on the fly if the training data is
augmented with a document identifier field:
def read_docs(stream):

doc , previd = [], None
for line in stream:

docid = line [2]
if len(doc) and docid != previd:

yield doc
doc = []

doc.append(line)
previd = docid

if len(doc):
yield doc

A wrapper around this function could merge the
source and target sides of the Line object, perhaps
subject to parameters such as a maximum sequence
length, a maximum number of sentences, and struc-
tural tokens to be used as affixes.

6.6 Alignments and other data types
SOTASTREAM has been primarily designed for ma-
chine translation, which requires providing source
and target texts as separate fields. Other data types
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or metadata can be generated on the fly or provided
as additional fields in the input stream. By design
the existing augmentors pass forward the unused
fields, which makes introducing new fields that are
used only by a subset of augmentors simple.

The example below demonstrates on-the-fly
generation of word alignment using SimAlign
(Jalili Sabet et al., 2020):
import simalign as sa
aln = sa.SentenceAligner ()

def align(stream , aln , fields =[0, 1]):
i, j = fields
for line in stream ,

res = aln.get_word_aligns(line[i],
line[j])

res = " ".join(f"{p[0]}-{p[1]}"
for p in res['mwmf'])

line.append(res)
yield line

The word alignment can be used directly by the
trainer, e.g., for guided alignment training (Chen
et al., 2016), or used by subsequent augmentors that
may require it, e.g., constrained terminology trans-
lation annotations (Bergmanis and Pinnis, 2021).

6.7 Integration with data collection tools
SOTASTREAM can integrate tools like MTData,
which automates the collection and preparation of
machine translation data sets (Gowda et al., 2021).
The following example shows mtdata pipeline
which downloads the specified data sets and mixes
them as per −−mix-weights argument:
sotastream -n 1 mtdata --langs rus -eng \

Statmt -news_commentary -16-eng -rus \
Statmt -backtrans_ruen -wmt20 -rus -eng \
OPUS -paracrawl -v9-eng -rus \
--mix -weights 2 1 1

6.8 Generating data sets for offline use
If the training tool does not support consuming
training data from the standard input, SOTAS-
TREAM can be used for static data generation.
While the real advantages of SOTASTREAM accrue
when making use of its on-the-fly data manipula-
tions, this approach retains some of its benefits.

6.9 Other uses
The SOTASTREAM approach to factoring data gen-
eration, as well as SOTASTREAM itself, could also
be used for generating non-textual content. The
benefits of not writing data to disk would be greater
in settings where input disk space is larger than
plain text, such as translation from visual repre-
sentations (Salesky et al., 2021). Nor does it need

to be limited to sequence-to-sequence settings; we
imagine the approach could be useful for training
of LLMs.

7 Related Work

To our knowledge, SOTASTREAM is novel in pre-
senting a framework for the generation of training
data as a distinct component in the model train-
ing pipeline. It emphasizes a clean separation be-
tween data generation and training, multithreading
for throughput, and the use of the standard UNIX

pipeline interface.
It is not the first to propose streaming data, how-

ever. Although Fairseq’s documentation empha-
sizes a preprocessing step,10, Fairseq can also read
and process raw data on the fly if it can be loaded
completely into memory. Pytorch (Paszke et al.,
2019) also provides “iterable-style” DataPipes for
iterating over data samples,11 but as far as we know,
they are not widely used for machine translation
training. They could, however, provide an inter-
face to SOTASTREAM for Python-based training
toolkits.

There are many libraries focused on data aug-
mentation. A number of these are focused just on
text augmentations, including nlpaug (Ma, 2019),
TextAttack (Morris et al., 2020), and TextFlint (Gui
et al., 2021). Another tool is AugLy (Papakipos
and Bitton, 2022), a multimodal tool for text, au-
dio, images, and video that provides robust training
against adversarial perturbations. Many of these
libraries could be useful within SOTASTREAM’s
general framework.

8 Conclusion

The data-preprocessing approach that is common
in machine translation model training makes it pos-
sible to work with increasingly large datasets, but
this ability does not come without costs. It is time-
consuming to copy and process data, and can be
expensive to store on disk. If data is compiled
with model-specific parameters that tie the data to
a particular model training, it prevents or at least
complicates reusability. This problem is further
exacerbated by research settings where one of the
experimental parameters is manipulations of the
training data, since each variant (and potentially

10https://web.archive.org/web/20230609072600/
https://fairseq.readthedocs.io/en/latest/
getting_started.html

11https://pytorch.org/data/main/torchdata.
datapipes.iter.html
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their cross-products) must be written to disk and
then managed.

We have described an approach that separates
data generation from data consumption, and shared
SOTASTREAM, an implementation that makes use
of the standard UNIX pipeline. The requirement is
that preprocessing must now be computed on the
fly. Our experiments show that this does not slow
down training, nor does it affect the accuracy of
the models trained. The approach provides flexi-
bility, saves processing time and disk space, and
simplifies experiment management.

Limitations

We have only investigated data consumption rates
in a single toolkit, Marian, written in C++. It’s
possible that the online preprocessing requirements
may be too much for toolkits written in languages
without a proper thread implementation.
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Abstract
The paper discusses the Linguistic Field Data
Management and Analysis System (LiFE), a
new open-source, web-based software that sys-
tematises storage, management, annotation,
analysis and sharing of linguistic data gathered
from the field as well as that crawled from vari-
ous sources on the web such as YouTube, Twit-
ter, Facebook, Instagram, Blog, Newspaper,
Wikipedia, etc. The app supports two broad
workflows - (a) the field linguists’ workflow in
which data is collected directly from the speak-
ers in the field and analysed further to produce
grammatical descriptions, lexicons, educational
materials and possibly language technologies;
(b) the computational linguists’ workflow in
which data collected from the web using au-
tomated crawlers or digitised using manual or
semi-automatic means, annotated for various
tasks and then used for developing different
kinds of language technologies.

In addition to supporting these workflows, the
app provides some additional features as well
- (a) it allows multiple users to collaboratively
work on the same project via its granular ac-
cess control and sharing option; (b) it allows
the data to be exported to various formats in-
cluding CSV, TSV, JSON, XLSX, LATEX, PDF,
Textgrid, RDF (different serialisation formats)
etc as appropriate; (c) it allows data import
from various formats viz. LIFT XML, XLSX,
JSON, CSV, TSV, Textgrid, etc; (d) it allows
users to start working in the app at any stage
of their work by giving the option to either cre-
ate a new project from scratch or derive a new
project from an existing project in the app.

The app is currently available for use and test-
ing on our server1 and its source code has been
released under AGPL license on our GitHub
repository2. It is licensed under separate, spe-
cific conditions for commercial usage.

1http://life.unreal-tece.co.in/
2https://github.com/unrealtecellp/life

1 Introduction

Field linguists constantly need tools for collecting,
storing, annotating, analysing, sharing and manag-
ing linguistic data. As field linguists gather a lot of
data for lots of languages, including comparatively
under-represented, lesser-known, minoritised, and
endangered languages around the globe, this data
has to be properly preserved, quickly and accu-
rately analysed and processed and made available
to the larger community for social good. On the
other hand, there are very few publicly available
and accessible datasets for developing language
tools and technology for a vast array of languages
around the world including most of those which
have been worked upon by field linguists - the field
linguists’, if made available in a structured format,
could help in alleviating this situation to a certain
extent.

To address this dual issue of accelerating the pro-
cess of collecting and processing datasets of under-
resourced languages (possibly with assistance from
available state-of-the-art language technologies)
and developing language technologies for these
under-resourced languages, a unified platform with
an easily available/accessible and handy interface
targeted for linguists is required. Our application,
Linguistic Field Data Management and Analysis
System “LiFE” aims to offer a practical interven-
tion in the field. The app creates a structured frame-
work for the management, analysis and sharing of
primary linguistic field data. It also provides in-
terfaces for producing the derivatives of this data
such as digital and print lexicons, sketch grammars,
and basic language processing tools like part-of-
speech taggers and morphological analyzers and
generators, automatic speech recognition systems,
machine translation and others.

The software focuses on automating the different
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tasks as much as possible through a handy, intuitive
interface for carrying out all the tasks. For instance,
by giving initial input, the system gradually trains
automatic techniques for inter-linear glossing of
the dataset and subsequent production of sketch
grammar as well as NLP tools for the language.

The app integrates popular machine learning
model hubs such as HuggingFace Hub3 and Univer-
sal Language Contribution API (ULCA)4 as well
as other popular models for individual tasks to pro-
vide automation for various tasks. This has en-
abled us to, for example, give access to the most re-
cent unsupervised and transfer learning-based ASR
models based on transformers (such as wav2vec
2.0 (Baevski et al., 2020), wav2vec-U (Baevski
et al., 2021) and Whisper (Radford et al., 2022)).
It has given field linguists direct access to the
most recent state-of-the-art models available for
language processing tasks. On the other hand, the
app has also provided access to a no-code environ-
ment for training or fine-tuning models for new
languages and new tasks using some of the most
popular libraries such as HuggingFace Transform-
ers and scikit-learn - this environment provides
simple point-and-click options to train baseline
models that could be quickly integrated into the
field linguists’ workflow. These two together have
helped us provide an automated pipeline for tran-
scription, inter-linear glossing and free translation
of the dataset collected from the field.

2 Related Work

The growth of field linguistics and NLP has mostly
taken place independently of one another. Thus the
tools for speech and multimodal data collection,
management and analysis used by linguists and the
tools used for data collection and annotation by
NLP practitioners are not developed to be interop-
erable and are generally used exclusively by the
two communities.

For the storage, management and gathering of
multimodal data as well as the creation of a lexi-
con, there are certain programmes and technologies
designed specifically for field linguists (or commu-
nity members engaged in fieldwork for their own
language). One of the earliest pieces of software
created by SIL (The Summer Institute of Linguis-
tics), Toolbox (Robinson et al., 2007), formerly

3https://huggingface.co/docs/hub
4https://bhashini.gov.in/ulca/model/

explore-models

known as Shoebox5, served as a forerunner to FLEx
and was primarily designed for use by anthropol-
ogists and field linguists to input their text data
and create dictionaries. FieldWorks Language Ex-
plorer (FLEx)6 (Butler and Volkinburg, 2007) and
(Manson, 2020), which is used for the gathering,
management, analysis, and sharing of linguistic
and cultural data, is one of the most well-liked
tools in the field. A software called LexiquePro7

(Guérin and Lacrampe, 2007) makes it simple to
create and format lexicon databases for sharing
with others. WeSay8 was developed by SIL to as-
sist native speakers and non-linguists in creating
dictionaries for their own languages (Perlin, 2012)
& (Albright and Hatton, 2008). There have been
various attempts to create tools that are primarily
used for data collection. (Vries et al., 2014) talks
about the creation of an app called Woefzela9. It
is a smartphone-based (Android Operating Sys-
tem) data-gathering tool that (Vries et al., 2014).
It supports several sessions for data collection and
can operate without an Internet connection. For
the purpose of data collection quality control, it
works well. In the South African data collection
experiment, where nearly 800 hours of voice data
were gathered from remote and rural locations, this
technique is displayed. Similarly, SayMore10 is
designed to collect data for building dictionaries.

While these different tools provide adequate sup-
port for different tasks, there are some serious limi-
tations -

• All of these are standalone desktop/mobile
applications and most of these tools are not
compatible with Linux systems, thereby, forc-
ing users to use them on Windows /Mac.

• There are different tools for different tasks
and it is expected from the users to learn all
these different tools and transfer and man-
age their datasets across these different tools
on their own. For example, FLEx and We-
Say are mainly lexicon-development soft-
ware (but FLEx also supports interlinear gloss-
ing), SayMore is a data collection tool and
LexiquePro is mainly for dictionary distri-

5https://software.sil.org/shoebox/,https:
//software.sil.org/toolbox/

6https://software.sil.org/fieldworks/
7https://software.sil.org/lexiquepro/
8https://software.sil.org/wesay/
9https://sites.google.com/site/woefzela/

10https://software.sil.org/saymore/
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bution (which gives a basic dictionary edit-
ing functionality). Moreover, generally, other
tools such as ELAN11 for video transcription,
something like Audacity12 or Praat13 for
slicing the sound recordings, etc are required
(Wittenburg et al., 2006), (Thompson, 2014)
and (Boersma and Van Heuven, 2001). Navi-
gating through these different tools and soft-
ware is a difficult task and has a long learning
curve.

• The data formats used by these tools are gen-
erally non-standard and trying to use the data
processed or produced through these tools
with NLP systems is not feasible without
significant processing of the dataset (which
would require good programming skills).

• Sharing the data, in general, and in a format
that works without these tools, more specifi-
cally, is not completely straightforward.

On the other side of the spectrum, NLP prac-
titioners, make use of a different set of tools and
applications for data management and annotation.
For example, Label Studio14 is a specific open-
source, web-based application for data labelling.
With a clear and simple user interface, it enables
users to label a variety of data kinds, including
speech, text, image, video, and time series, and
export to several model formats. To create more
accurate machine learning models, it can be used
to prepare raw data or enhance current training data
(Tkachenko et al., 2020-2022).

Similarly, an open-source platform named
Shoonya15 is being created with the goal of enhanc-
ing the digital presence of India’s underrepresented
languages. It allows users to annotate and classify
data at scale. This is a crucial necessity to pro-
duce larger datasets for neural machine translation
training on a wide range of Indian languages.

Some other open-source tools for token, span
and document-level text annotation include BRAT
rapid annotation tool (brat)16 (Stenetorp et al.,

11https://archive.mpi.nl/tla/elan
12https://www.audacityteam.org
13https://www.fon.hum.uva.nl/praat
14https://labelstud.io/,https://github.com/

heartexlabs/label-studio
15https://ai4bharat.iitm.ac.in/shoonya,https:

//github.com/AI4Bharat/Shoonya
16http://brat.nlplab.org,https://github.com/

nlplab/brat

2011, 2012), doccano17 is an open-source text an-
notation tool. For text categorization, sequence
labelling, and sequence-to-sequence applications,
it offers annotation features. Users can produce
labelled data for sentiment analysis, named entity
recognition, text summarising, and other purposes
(Nakayama et al., 2018), INCEpTION18 (Klie et al.,
2018), among several others.

As is evident, none of these tools even attempt to
support data collection from the field and its man-
agement and analysis. Given this, LiFE attempts to
provide the following -

• An integrated interface that caters to the needs
of both the field linguists and NLP practition-
ers for their data management and processing
workflows.

• Give field and documentary linguists access
to an integrated workspace for the complete
workflow from questionnaire preparation to
data analysis and production of community-
centred outputs such as grammars, lexicons,
etc, without them having to wade through the
convoluted workflow of different tools for dif-
ferent aspects of the same work. This inter-
face also provides a user-friendly interface for
putting their data in a structured format.

• Give field and documentary linguists access
to the most advanced NLP models without the
need for them to set up different NLP tools
for their work. It also gives them a scope
to train baseline models for underrepresented
and undocumented languages using a no-code
environment and use it for their own work as
well as make it available for others.

• Give computational linguists access to a uni-
fied data collection and annotation app with
support for AI-in-the-loop annotation.

• Give computational linguists access to data
from endangered, low-resource, un(der)-
represented languages in a structured way (if
the community and researchers agree to ren-
der it accessible). Additionally, an interface
allows using the interface to train and test the
model on this data.

17https://doccano.herokuapp.com,https:
//github.com/doccano/doccano

18https://inception-project.github.io,https:
//github.com/inception-project/inception
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We discuss the architecture and features of the
app in more detail in the following sections.

3 LiFE Interface

LiFE has a full-fledged interlinked pipeline of four
customisable modules for questionnaire creation,
multimodal data labelling (speech, text, image etc)
and validation, production of output based on data
annotation and analysis (viz lexicon generation)
and model training (Figure 1). All these four mod-
ules of LiFE are discussed in detail in the following
subsections and their interrelationship is demon-
strated in Figure 2.

Figure 1: LiFE Interface with All Modules

3.1 Questionnaire

This module is for creating questionnaires that
could be used for collecting data in the field (Fig-
ure 3). A field linguist could create a new cus-
tomised questionnaire project or could derive a
questionnaire project from the existing question-
naire project for a target language with the purpose
of adaptation/manipulation/modification or addi-
tion of/in the existing questionnaire. This module
facilitates uploading and downloading the question-
naire in multiple formats (viz JSON, CSV, XLSX,
Karya JSON19). The questionnaire could also be
downloaded in printable formats such as PDF and
carried to the field for elicitation.

3.2 Data

The basic interface of this module is also the same
as the questionnaire module, where a field linguist
or a computational linguist could create a new cus-
tomised data project or could derive a customised
data project from an existing questionnaire or an-
other data project (Figure 4). This module allows

19This is the format that could be directly uploaded on
the Karya Crowd-sourcing android app for data collection.
https://karya.in

the creation of three broad kinds of projects includ-
ing the following -

1. Data Collection Projects: The app sup-
ports data collection both from the field and
through the web through two different kinds
of projects.

(a) collection of speech and text from the
field.

(b) crawling data from different sources on
the web.

2. Data Labelling projects: The app supports
the following kinds of labelling tasks -

(a) labelling of text at both span and doc-
ument level (Figure 5 (Kumar et al.,
2021a)).

(b) transcription and labelling of images.
(c) transcription, labelling and inter-linear

glossing of audio-video data.
(d) text-to-text tasks such as translation,

summarisation, etc.

3. Data Validation Projects: The app supports
two kinds of validation projects.

(a) giving scores to the data or annotations
based on pre-defined metrics (similar to
a labelling project).

(b) arbitration and selection of the best la-
bels among labels assigned by multiple
annotators.

If the project is derived from the questionnaire
or a new project is created then the module allows
the upload of the data in various structured formats
such as XLSX, CSV, TSV, JSON, etc. If the project
is derived from another kind of data project then
data and labels are copied to the new project. The
module allows the data, transcriptions and anno-
tations to be downloaded in multiple formats viz
Praat Textgrid, CSV, TSV, JSON, XLSX, LATEX,
HTML and Markdown. The data could also be
pushed to different platforms and repositories such
as HuggingFace Hub, ULCA, GitHub, etc for pub-
lic usage.

3.3 Lexicon
The data processed in different kinds of data
projects is input data for this module and the field
linguist could gloss transcribed/labeled data with
lemma, pos category and morphological features
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Figure 2: LiFE Workflows

to create a new lexicon (Figure 6). The informa-
tion already provided during interlinear glossing
or other kinds of labelling tasks (such as part-of-
speech annotation) is automatically copied in the
new project. A new lexicon project from scratch
could also be created using the module. In that case,
lexical entries could be imported from XLSX, CSV,
TSV, JSON and also LIFT XML (this is the format
generated by FLEx and it allows the apps’ interop-
erability with the popular, legacy apps used by field
linguists for data management and generating lexi-
cons) formats. The data could be downloaded for
further editing in multiple formats such as XLSX,
CS, TSV, JSON, etc, in a publishable format for
further dissemination such as Markdown or HTML
or in a printable format such as PDF and LATEX.
This module also automatically generates an RDF
representation of the lexicon and downloads it in
different serialisation formats such as RDF/XML,
Turtle, N3, etc.

3.4 Models

This module provides a no-code environment for
training models for different tasks, using data from

one or more projects of the same kind or different
kinds of projects with similar kinds of data Figure
8. It could be derived from the projects both in the
data and the lexicon modules. The models trained
in this module are automatically made available
across different projects in the app for immediate
use. They could also be directly pushed to differ-
ent platforms such as HuggingFace Hub, ULCA,
GitHub, etc for public usage.

4 Supported Workflows in LiFE

LiFE does not enforce any specific workflows or
pipelines. The app is currently being used by over
200 users and at least three organisations for vari-
ous purposes and they all have different workflows.
The app allows users to start working at any point
in their data collection and analysis project. While
users could define their own workflow and use
different modules accordingly, the has been con-
sciously designed to support two broad kinds of
workflow -

• The Field Linguists’ Workflow and

• The Computational Linguists’ Workflow
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Figure 3: LiFE Questionnaire Interface

Figure 4: LiFE Data Interface

Figure 5: LiFE Text Annotation Interface

These two are discussed in the following subsec-
tions.

4.1 The Field Linguists’ Workflow
A typical workflow of field linguists starts with
the creation of questionnaires and other elicita-
tion tools that could be used in the field for data
collection. For this, the users have two options

Figure 6: LiFE Lexicon Inteface

Figure 7: LiFE Models Module Form

to create questionnaires for field data collection.
The first is to develop new questionnaires as per
their target/goal for writing grammatical descrip-
tions, generating lexicons, and preparing educa-
tional materials of any language. The other way is
to modify and adapt some existing questionnaires
to their needs. The questionnaire module in the
app supports all these. After this data is collected
directly from the speakers in the field using that
questionnaire and imported into the data project
for storage, transcription, inter-linear glossing and
analysis. Once data is prepared the lexicon is gen-
erated by encoding grammatical, syntactic and se-
mantic categories, morphological features, lexical
relations, inter-linear glossing and free translation
including examples. Users could also develop text
and speech technologies like pos-tagger, morpho-
logical analyser and generator, automatic speech
recognition (ASR), etc out of labelled data for mul-
tiple domains. Thus the app provides a simple,
linear workflow for field linguists across its four
modules.

The app is being used in large projects that make
use of this workflow. One such project is “The
Speech Datasets and Models for Indian Languages"
(SpeeD-IL)20, which is working on developing tran-
scribed speech corpora of around 1000 hours each

20https://sites.google.com/view/speed-il,https:
//github.com/unrealtecellp/SpeeD-IL
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for more than ten languages of the four major lan-
guage families of India: Tibeto-Burman, Austro-
Asiatic, Dravidian, and Indo-Aryan, as well as
other tools and models (Kumar et al., 2022b). The
project is being jointly executed by six institutions
and more than twenty-five linguists are working on
data collection and transcription across different
languages. The other project is that of the Linguis-
tic Data Consortium for Indian Languages (LDC-
IL) 21 is an initiative by the Government of India
to create all kinds of datasets across all Indian lan-
guages for technology development. The LiFE app
has been recently adapted as the application for
speech transcription, part-of-speech tagging and
other kinds of activities in the consortium.

4.2 The Computational Linguists’ Workflow
A typical workflow of computational linguists
starts with data collection, generally from the web
sources such as YouTube, Twitter, Facebook, Insta-
gram, Blog, Newspaper, Wikipedia, etc. using au-
tomated crawlers A large number of such crawlers
are integrated with the data module of the app and
could be employed out-of-the-box for collecting
multimodal data including speech, text and images.
After collection, the data is annotated, transcribed,
translated or processed in some way to make it
suitable for training models of different kinds. A
typical workflow also involves validating the data
and its annotations. The data module provides sup-
port for these as well. Further, annotated data is
used for developing different kinds of language
technologies by training different models using the
models module of the app.

Workflow like this has also been utilised in
projects like “The Communal and Misogynis-
tic Aggression in Hindi-English-Bangla-Meitei"
(ComMA)22, which was a multi-institutional
project that focused on aggression identification in
Hindi, English, Bangla, and Meitei ((Bhattacharya
et al., 2020), (Kumar et al., 2021b) and (Kumar
et al., 2022a)). Another similar project using the
app is “Measuring Harm Potential of Social Media
Content in India", being carried out by the Coun-
cil for Strategic and Defense Research (CSDR). It
aims to predict the possibility of a text (in Hindi or
English) leading to some real-world harm. The an-
notation schema of the project is a complex mix of
cross-document, single-document and span-level

21https://www.ldcil.org/
22https://sites.google.com/view/comma-ctrans,

https://github.com/unrealtecellp/ComMA

annotations and is handled efficiently in the app.

5 LiFE Technology Stack

The app’s backend is built on the Python-based
Flask23 framework, with MongoDB (as the
database) and the frontend using HTML, CSS,
and Javascript. Bootsrap v3 and JQeury are
used for developing the user interface in the app.
Wavesurfer.js24 is used for creating interactive, cus-
tomizable waveforms which is an open-source au-
dio visualization library. To train models for differ-
ent types (audio recording and transcription, crawl-
ing and annotation) of data created in the LiFE app,
Hugging Face25 and scikit-learn26 are used. We are
also using the models hosted on the HuggingFace
App to provide most of the automation facilities in
the app - the app basically provides user interfaces
to access these models for various tasks. The app is
being developed using Agile methodology - this is
ensured by keeping different modules as different
Blueprints in the Flask app.

5.1 Database Architecture

Since the app contains various kinds of data and
includes both structured and unstructured datasets,
we are using a NoSQL database, MongoDB. It
allows for storing the data entries as documents
across different collections. The database of the
tool contains fifteen core collections for storing
different kinds of information. These are discussed
below:

• userlogin: contains all the usernames with
metadata and user profile information in the
application,

• userprojects: contains projects that each user
has developed and shared, as well as their
active projects at any given point of time,

• projectsform: stores the forms created by
users for their projects (questionnaire, data,
lexicon and model) in JSON-like format. This
stored information is used to render the HTML
for all kinds of projects and is crucial to ensure
that the interface and other properties of all
projects remain completely customisable,

23https://flask.palletsprojects.com/en/2.0.x/
24https://wavesurfer-js.org/
25https://huggingface.co/
26https://scikit-learn.org/stable/
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• projects: collection that has information
about the project, its owner and project type
(questionnaires, annotation, transcriptions,
recordings, etc), project derivatives (other
projects in the LiFE app that derive this
project), project derive from (project from
which this project is being derived),

• questionnaires: collection has a document
for each prompt in the questionnaire which
contains the prompt itself, a unique id, do-
main and elicitation information, prompt type
(text, audio, image, multimedia) of the ques-
tionnaire,

• recordings: collection contains one docu-
ment for each recorded audio and metadata of
the audio (channels, sample rate, length etc),

• crawling: has information of data which is
crawled with sources details from where the
data is crawled,

• tagsets: has info regarding the tagset up-
loaded for text and image annotation, these
tagsets can also be used by other projects if
the user has to do a similar kind of annota-
tion; since the app allows for using completely
customised tagsets, with relatively complex
structure, we have defined a structured format
for uploading the tagset - this collection con-
tains all the information provided through that
structure,

• annotation: collection has one document
for each data point to be annotated and as
the same data can be annotated by multiple
annotators so each annotators annotation is
recorded in the same document by their user-
name,

• transcriptions: collection contains the infor-
mation about the transcription that has been
done for each recording, speaker id, textgrid
which has information about the transcrip-
tion done for the audio at discourse, sentence,
word, or phoneme level. The same audio
could be transcribed by multiple users and
the record is maintained accordingly,

• lexemes: collection contains information
about each lexeme, with the aid of the ap-
propriate vocabulary.

• speakerdetails: stores a list of metadata of
all speakers,

• sourcedetails: is listing all the sources from
where data is fetched or uploaded in the sys-
tem,

• models: contains all the details about dif-
ferent models that have been trained in the
app,

• fs.files: saves fs.chunks and the file’s meta-
data. a file’s binary portions, including pic-
tures, videos, and audio files, are stored.

Besides these, some other collections are defined
for interfacing with external apps such as Karya,
interacting with external repositories like HF Hub
and also for storing the app-level settings. The
app stores all kinds of data and metadata in the
database, without the need of storing anything in
the file system.

Figure 8: Model Diagram of LiFE

6 Summary

In this paper, we have presented an open-source
app, LiFE for linguistic data management, analysis
and sharing. The app intends to accelerate the de-
velopment of language technologies for extremely
underresourced languages by providing a link be-
tween field linguists and computational linguists.
The app allows field linguists to use state-of-the-
art NLP models for aiding and accelerating their
work and also training baseline models for new
languages and tasks in a no-code environment. At
the same, it stores the data collected in the field
in a structured format that could be used by com-
putational linguists for their research. The app is
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currently being actively developed and is also used
by multiple teams for their research.
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Abstract

Rumour detection, particularly on social media,
has gained popularity in recent years. The ma-
chine learning community has made significant
contributions in investigating automatic meth-
ods to detect rumours on such platforms. How-
ever, these state-of-the-art (SoTA) models are
often deployed by social media companies; or-
dinary end-users cannot leverage the solutions
in the literature for their own rumour detection.
To address this issue, we put forward a novel
browser extension that allows these users to per-
form rumour detection on Twitter. Particularly,
we leverage the performance from SoTA archi-
tectures, which has not been done previously.
Initial results from a user study confirm that
this browser extension provides benefit. Addi-
tionally, we examine the performance of our
browser extension’s rumour detection model
in a simulated deployment environment. Our
results show that additional infrastructure for
the browser extension is required to ensure its
usability when deployed as a live service for
Twitter users at scale1.

1 Introduction

The advent of social media has forever transformed
the way in which we are able to communicate with
one another. Content-sharing has effectively been
democratised with the removal of existing tradi-
tional barriers (Bates, 2007). Indeed, this provides
many benefits: for those individuals involved in a
newsworthy event, for example, information can
be shared in real-time. This allows for news to
propagate faster, with the intention of informing
the wider public and inciting action from relevant
stakeholders. However, with the low barrier of
entry to content production and dissemination on
social media, the overall quality of information on
these platforms has degraded (Shu et al., 2017).

1We make all the materials related to this work available at
the following GitHub repository under an open-source license.

Figure 1: Server architecture of the Twitter rumour
detection browser extension. Icons are taken from the
following sources a, b, c, d and e

Users of social media platforms are now able to, in-
advertently or deliberately, publish misinformation
and falsehoods (Kydd and Shepherd, 2023). This
has led to very damaging consequences for society
in the past: Sharma et al. (2019) have provided
examples of these effects in the financial, political
and social domains. With this in mind, the machine
learning community has created automatic detec-
tion systems which are designed to identify misin-
formation on social media platforms. However, it
is the case that companies who own and manage
these platforms are the ones that implement and de-
ploy their own misinformation detection services
(Kydd and Shepherd, 2023; Kumar et al., 2020).
As such, regular content-consumers do not have ac-
cess to these services directly. This takes away the
autonomy of an individual who wishes to perform
rumour detection for themselves, for example.

In this work, we present a Google Chrome
browser extension, and the associated server ar-
chitecture, (seen in Figure 1) that addresses this
problem as highlighted by Fernandez and Alani
(2018). It allows regular Twitter users to per-
form on-demand rumour detection for any tweet,
whilst enhancing their experience through proving
semantically-related news articles.
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2 Related Work

Considerable progress has been made in investigat-
ing methods to perform rumour detection on social
media platforms. Seminal papers in this discipline
initially focussed on generating informative, hand-
crafted features for this task (Castillo et al., 2011;
Qazvinian et al., 2011; Yang et al., 2012). Stem-
ming from these works, researchers refocussed
their attention on temporal features. Kwon et al.
(2013) showed that these features are highly pre-
dictive of rumours as they described the periodic
bursts that are typical for these phenomena. These
new features now allowed researchers to capture
how rumours change over time, which is particu-
larly important for early rumour detection. Ma et al.
(2015) identified rumours through modelling their
lifecycle as a time series, whilst Wu et al. (2015)
approached this through modelling the propaga-
tion pattern as a tree. Furthermore, certain features
were shown to have greater importance at differ-
ent steps in a rumours’ propagation (Kwon et al.,
2017). However, the collective flaw in these works
is that the feature engineering processes are detail-
specific, could introduce biases and are extremely
laborious (Bian et al., 2020; Ma et al., 2016). As
such, SoTA solutions turn to deep learning for
the automatic feature representations, increased
model complexity and subsequent increase in per-
formance for rumour detection.

Ma et al. (2016) implemented the same time se-
ries ideas from their earlier works (Ma et al., 2015)
with recurrent neural networks (RNNs), later im-
proved with attention (Chen et al., 2017), which
leveraged the deep hidden representations that were
learnt by the neural network. Ma et al. (2018) found
that recursive neural networks (RvNNs) were more
performant than RNNs as they are able to embed
both content-based and propagation-based informa-
tion due to their tree-like structure. This architec-
ture was also improved with an attention mecha-
nism (Ma et al., 2020). Bian et al. (2020) achieved
SoTA performance on the Twitter15 and Twitter16
datasets for rumour detection on Twitter through
not only modelling the propagation properties of
a rumour, but also the dispersion properties with
their Bi-Directional Graph Convolutional Network
(Bi-GCN).

However, deploying said rumour detection mod-
els as a service has not been extensively researched
in an academic setting. Gupta et al. (2014) intro-
duced TweetCred, a Google Chrome browser exten-

sion that assigned a credibility score to each tweet
on a user’s feed using an SVM-rank model using
45 handcrafted features. Thilakarathna et al. (2020)
created a browser extension for Twitter, called Ver-
itas, that is able to detect fake news on the social
media platform. Most notably, their architecture in-
volves a model trainer pipeline to ensure that their
neural models are constantly up-to-date. Kydd and
Shepherd (2023) explored a very similar tool that
used a deep learning solution as the backbone to a
browser extension focusing on clickbait detection.

Additionally, we note that news articles are a
typical resource that one would use to determine
the status of a rumour. These resources enhance
the experience for the user, informing them of the
context in which the tweet occurs. To this end, our
work attempts to address the following flaws found
in previous work. i) Previous works that tackle
rumour detection specifically do not leverage SoTA
rumour detection models at the core of their ser-
vice, which renders them outdated. ii) In certain
cases, the rumour detection model is deployed on
the user-side. We posit that with SoTA models,
this will render the service inutile due to the com-
putational complexity of the models (Kydd and
Shepherd, 2023). iii) None of the aforementioned
works enhance the user’s experience through rec-
ommending articles that are semantically related to
the tweet in question. Our browser extension will
explore this addition.

3 Browser Extension Architecture

When creating a browser extension, and the as-
sociated architecture, we wish for the following
properties to be met. These are chosen to max-
imise the extension’s ease-of-use, performance and
informativeness.
D1: Twitter users should be able to use the ser-

vice in-real time in concert with their ordinary
browsing experience.

D2: Users of the service should not have to bear
the computational load of the underlying ar-
chitecture.

D3: The detection model should be interchange-
able, allowing for the browser extension to
improve continually with the latest advance-
ments in the field.

D4: News articles that are semantically related to
the source tweet should enhance the user’s
rumour detection experience.

To meet the above desiderata, we put forward the
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(a) The browser extension’s landing page.

(b) The browser extension with results: a rumour
classification label of “True” and a list of five se-
mantically related news articles.

Figure 2: Screenshots showing the graphical user interface (GUI) of the browser extension.

browser extension architecture seen in Figure 1.
Furthermore, we designed a user-friendly interface
in the form of a Google Chrome browser extension
seen in Figure 2.

A user will interact with the system as follows:

(i) A user browses Twitter via Google Chrome.
Once they identify a particular tweet on which
they wish to perform rumour detection, the
user opens the browser extension and clicks
the “Detect rumour” button seen in Figure 2a
(D1). Once the button has been pressed, the
tweet ID is extracted from the URL of the
tweet and the client’s web browser sends a
POST request to the web server (D2), with the
specific tweet ID as a parameter.

(ii) Once the web server receives this POST re-
quest, three functions occur sequentially:

(a) Using the tweet ID, the web server in-
teracts with the Twitter API to retrieve
the source tweet, and its respective tweet
cascade as outlined in section 3.2.

(b) Once the tweet cascade has been re-
trieved and preprocessed, this is then fed
into the rumour detection model (D3)
seen in section 3.1, and inference is per-
formed. This returns a particular rumour
classification label.

(c) Finally, using the source tweet, the web
server finds semantically-related key-
words and retrieves relevant news articles
from NewsAPI.org (D4), as outlined in
Section 3.3. This returns a list of relevant
news articles to the web server.

(iii) Once the rumour classification label and the
relevant news articles have been retrieved,

these are returned to the user as a JSON object
in response to the original POST request.

3.1 Rumour Detection Model Choice

For this iteration of the rumour detection browser
extension, we choose the Bi-GCN architecture
(Bian et al., 2020) as the machine learning model
used in our service. The training code can be found
in our GitHub repository, or at in the original repos-
itory. This model was chosen as it reported SoTA
performance for the rumour detection task on the
Twitter15 and Twitter16 datasets. The model is
able to represent both the top-down and bottom-up
views of a tweet cascade, each of which is passed
to a dedicated two-layer GCN, along with a shared
tweet feature matrix (linguistic tokens). Bian et al.
(2020) also implement DropEdge to prevent overfit-
ting, and root feature enhancement after each GCN
layer to emphasise the information contained in the
source tweet2. To deploy the model, we train it us-
ing the Twitter16 data, with the same specifications
as in (Bian et al., 2020) (see Section 4) with 5-fold
cross validation, taking the average model as final.
The Bi-GCN, with a hidden dimension size of 64,
is trained using stochastic gradient descent with the
Adam optimiser (η = 5 × 10−4) to minimise the
cross entropy loss. The model is trained for 200
epochs, with early stopping on the validation loss
and patience set to 10 epochs. DropEdge rate is
set to 0.2, dropout rate is set to 0.5 and L2 regu-
larisation is applied to all model parameters with
λ = 1× 10−4.

2We point the interested reader to their original paper for
more details on the model’s functionality.
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3.2 Twitter API

We make use of the Twitter API to retrieve the
raw data required to classify the rumour status of
a particular tweet. Since the Bi-GCN represents
each tweet as a cascade, we first collect the source
tweet from the API to act as the root of the cascade.
We then retrieve all the replies, quote tweets and
retweets related to the root. We continue this pro-
cess recursively, until the algorithm bottoms out at
the leaf tweets. Once we have retrieved the cascade,
each tweet is assigned its textual features according
to the vocabulary used at training (Section 4).

3.3 Semantically-Related News Articles

To find the semantically-related news articles, we
made use of the open-source KeyBERT tool3. This
package leverages embeddings that are created us-
ing a Sentence-BERT architecture (Reimers and
Gurevych, 2019; Devlin et al., 2018), particularly
the all-MiniLM-L6-v2 model found on Hugging-
Face4, to generate the semantically related key-
words. Before passing raw tweet text to KeyBERT,
we first preprocess it with NLTK’s tweet tokenizer5.
Candidate keyword phrases are extracted from N-
gram sequences (one to three grams in particular) in
the document text, and word embeddings are com-
puted for these. KeyBERT returns the candidate
phrases that are most similar to the document text
using the cosine similarity metric, and have been re-
ranked using Maximal Marginal Relevance (MMR)
(Carbonell and Goldstein, 1998) to increase the di-
versity. The keywords are then passed to News-
API.org which returns relevant news articles ac-
cording to a keyword-based query.

4 Datasets

We make use of the Twitter15 and Twitter16
datasets (Ma et al., 2017) to train our rumour de-
tection model. The datasets comprise rumours
linked to newsworthy events at specific time pe-
riods; the statistics of these can be found in Table
1. In particular, these datasets are graphical in
nature. Each node refers to a tweet, where each
node is described by textual features derived from
a pretrained vocabulary of the top 5000 words in
terms of TF-IDF (Sammut and Webb, 2010) score.
Edges between tweets represent their retweet or
response relationships. A collection of tweets in a

3KeyBERT
4all-MiniLM-L6-v2
5NLTK Tokenize

cascade describes an event, and is assigned a ve-
racity tag (rumour (UR), non-rumour (NR), false
rumour (FR) or true rumour (TR)) which were
derived from cross-referencing rumour debunking
websites.

Statistic Twitter15 Twitter16
# of posts 331,612 204,820
# of users 276,663 173,487
# of cascades 1,490 818
# of non-rumours 374 205
# of false rumours 370 205
# of true rumours 372 205
# of unverified rumours 374 203
Avg. time length / cas-
cade (Hours)

1,337 848

Avg. # of posts / cas-
cade

223 251

Max # of posts / cascade 1,768 2,765
Min # of posts / cascade 55 81

Table 1: Statistics of the Twitter16 and Twitter16
datasets.

5 Rumour Detection Model Evaluation

5.1 Out-of-Distribution Performance

An imperative part of the browser extension’s func-
tionality relies on the underlying performance of
the machine learning model used for inference. It
is well accepted that models are able to generalise
well (if trained appropriately) to data that is unseen,
but comes from a similar distribution to the training
data (Hendrycks and Dietterich, 2019; Klaise et al.,
2020; Engstrom et al., 2019). However, using our
browser extension for rumour detection in the wild
necessitates that the model will be used to evalu-
ate tweets that are OOD relative to the data which
it was trained. Concept drift is frequently occur-
ring in social media, particularly when the nature
of discourse underlying different rumours changes
(Horne et al., 2019). Furthermore, end-users of
the browser extension could use the tool outside
the environment in which it was intended to be de-
ployed. In these scenarios, we would expect that
the browser extension would perform suboptimally
on the rumour detection task.

To simulate this effect, we conduct a data mix-
ing experiment. Specifically, we leverage two
datasets that are frequently occurring in the ru-
mour detection literature: Twitter15 and Twitter16.
In this experiment, we create a third TwitterMix
dataset through a linear-interpolation-like com-
bination of the Twitter15 and Twitter16 datasets
TM = pT15 ∗ T15 + pT16 ∗ T16, controlling for
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the size of the dataset by enforcing the following
constraint: pT15 + pT16 = 1. pT15 and pT16 act
as the proportion of the dataset that is selected.
We posit that a model trained on TwitterMix, as
a simple baseline, would be able to mitigate par-
tially the effects of concept drift. This baseline is
akin to a single-shot retraining procedure. Follow-
ing the training regime set out in Section 3.1, we
train three separate models based on the follow-
ing datasets: i) a Twitter15 model on the unmixed
1− pT15 Twitter15 data, ii) a Twitter16 model on
the unmixed 1 − pT16 Twitter16 data, and iii) a
TwitterMix model on the mixed data. In the case of
the Twitter15 and Twitter16, all models were eval-
uated on the pT15 and pT16 data. All models were
evaluated on the TwitterMix data, where we report
the cross-validation performance in the case of the
TwitterMix model. In Figure 3, we view the exper-
imental results where we set pT15 = pT16 = 0.5.
This particular proportion was chosen for the sake
of simplicity. On both the Twitter15 and Twitter16
datasets, we find that their respective models per-
form well, as expected. Similarly, we find that
the Twitter15 model’s performance decays dramat-
ically on the Twitter16 data, and vice versa. Both
models perform equally well on the TwitterMix
data. Furthermore, we find that the TwitterMix
model is able to mitigate some adverse effects when
evaluating a model on OOD data, seen particularly
on the Twitter15 data. While not as performant as
the Twitter16 model on Twitter16 data, it is able
to recover some performance relative to the Twit-
ter15 model. These results confirm findings of
Horne et al. (2019); Paleyes et al. (2022); Lobo
et al. (2020), and show the importance of retraining
schedules and engines when deploying machine
learning models in browser extension tools (Thi-
lakarathna et al., 2020). We perform additional
experiments (seen in Appendix B) altering the pro-
portion of pT15 and pT16. These experiments show
that if adequate care is not placed on constantly
maintaining a representative/diverse training sam-
ple through retraining, or if additional methods are
not put into place to detect when samples are OOD,
the performance of the model decays significantly.

5.2 Imperfect Data Performance

5.2.1 Textual Ablation Experiments

Another implication to consider is that the rumour
detection model’s performance is also constrained
by the Twitter API limits. For example, the quote

tweet endpoint has a 75 request per 15-minute win-
dow threshold6. This would not affect those users
who wish to perform rumour detection on a handful
of tweets, but rather “power users”. In the cases, we
could observe that the true tweet cascade cannot be
sufficiently represented, which in turn could affect
the performance of the rumour detection model.
Similarly, due to the effects of concept drift men-
tioned in Section 5.1, the rumour detection model
would be unable to represent the textual content
of certain tweets in a rumour cascade. As seen in
Section 3.1, the Bi-GCN architecture is trained on
a fixed, static vocabulary (as are many other NLP
solutions). If a tweet were composed of tokens that
were out-of-vocabulary for the rumour detection
model, this tweet would then be underrepresented.

To simulate these effects, we run two ablation
studies. First, we run a text ablation study where
generate new versions of the Twitter15 and Twit-
ter16 datasets according to some textual ablation
proportion. In these new datasets, we randomly
replace, according to the specified proportion, the
textual features of a given tweet with [0:1], which
is the corresponding [index:count] pair for an
<END> tag. Once the new datasets have been cre-
ated, we train a Twitter15 and Twitter16 model, and
report the performance on five-fold cross valida-
tion as done in section 3.1. This was done for the
textual ablation proportions: 0%, 50%, 70%, 90%,
100%. We view the results of this experiment in
Figure 4.

We see that the performance of the two models
dramatically decays as we increase the proportion
of tweets that have their textual features removed.
These results were expected due to the importance
of textual features to rumour detection models. Tex-
tual features have always provided an important
signal in predicting the rumour status of a partic-
ular tweet (Section 2). The same is true with the
Bi-GCN model. These results stress that without
the proper, and full, representation of tweet cas-
cades, the performance of the rumour detection
model drops dramatically.

5.2.2 Node Ablation Experiment
Similar to the textual feature ablation experiment,
we conduct a node ablation experiment. We first
generate new versions of the Twitter15 and Twit-
ter16 datasets according to some node ablation
proportion. However, instead of removing textual

6Quote Tweets API
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Figure 3: Result from the dataset mixing experiment for the Twitter15, Twitter16 and TwitterMix models, with
pT15 = pT16 = 0.5. Each subplot indicates the evaluation dataset, and the legend the model versions.
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Figure 4: Results from the textual and node ablation experiments, across varying ablation proportions, for the
Twitter15 and Twitter16 datasets.

features, we randomly remove nodes, and their de-
scendents, from every tweet cascade7. This was
done to simulate the scenario where certain tweets
would not be retrieved by the Twitter API. We
train a Twitter15 and Twitter16 model on these new
datasets and report the performance on five-fold
cross validation as done in section 3.1. We repeat
this experiment for the following node ablation pro-
portions: 0%, 50%, 70%, 90% and 99.9%. The
results of these experiments are specified in Figure
4.

Surprisingly, we did not observe the same ef-
fect as was seen in the textual ablation experiments
(Figure 4). Instead, we see that the Bi-GCN was
able to was able to maintain, and sometimes im-
prove, performance relative to the baseline, across
both datasets. This was achieved until over 90%
of the tweets in each cascade had been removed.
After this point, the models’ predictive capability
sharply decreased – once enough tweets had been
removed, both models lose enough signal from the
input data to classify the rumour status accurately.
However, we can contrast these results with the

7We did not remove the root nodes from the tweet cascades
as the label for each tweet cascade is tied to the root node.

early rumour detection study in the original paper
by Bian et al. (2020). Their work examined the
Bi-GCN’s performance on the task of early rumour
detection. Although our experiment does not re-
move tweets from the cascade temporally (as we do
not have access to the timestamp for each tweet),
we are, essentially, creating an experiment that is
very similar to this experiment in Bian et al. (2020).

However, an interesting result is that in both
datasets, we observed that the models were able
to score better than the baseline even with fewer
tweets representing the cascade. When randomly
removing a tweet, and its descendents, from a cas-
cade, we have no rules enforcing what type of
tweets are removed from the cascade. If we ob-
serve the rumour tweet in Figure 5, tweets that
express doubt in response to a root tweet indicates
that the tweet is potentially a rumour (Kwon et al.,
2017). As such, removing the tweets that express
support make the tweet seem more rumour-like.
Similarly, removing the tweets that express doubt
from the non-rumour would make this tweet more
non-rumour like. These situations would make
each of the tweet cascades seem more like a proto-
typical example of their respective class.
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Figure 5: Prorogation structure of two source tweets
taken from Ma et al. (2017). Red nodes express doubt,
blue nodes express neutrality and black nodes express
support. The green node is the root of the cascade.

A similar effect could, by chance, be observed
in our node ablation experiments. By randomly
removing certain nodes, we inadvertently simplify
the rumour detection task for that tweet as it would
seem more prototypical of its class.

6 Latency Experiments

Similar to the work done by Gupta et al. (2014),
we wish to evaluate the browser extension’s perfor-
mance with respect to response time. This is calcu-
lated as the amount of time taken for our browser
extension to respond to a particular rumour detec-
tion request. In our experiment, we measure the
response time across 50 randomly selected news-
worthy tweets of varying size. We view the cumu-
lative distribution function (CDF) of the response
times in Figure 6.

2 4 6 8 10 12 14
x (Response time in seconds)
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Figure 6: CDF for response time taken for rumour de-
tection across 50 tweets.

Observing Figure 6, we see that our browser
extension is able to provide a response for 90%
of requests in six seconds or less. This is an im-
provement over the 82% of requests in Gupta et al.
(2014); however, their experiment analysed the
CDF across 5.4 million requests. Due to time con-
straints, our sample size is significantly smaller.
Yet, we can make some initial comparisons be-
tween the two solutions. Our work retrieves the
entire tweet cascade for a tweet, and predicts the ru-
mour status using the Bi-GCN model. TweetCred,

on the other hand calculates 45 handcrafted fea-
tures based on the tweet itself, and uses SVM-rank
to assign a credibility score. Given the fact that
our approach uses far more information per tweet,
and a more sophisticated and computationally in-
tensive model8, this is still an encouraging result
for our browser extension. Unfortunately, the other
browser extensions mentioned in Section 2 do not
report results for a response time experiment. As
such, we are unable to compare our extension to
other solutions on this particular axis.

7 User Study

To determine whether the browser extension
provides benefit to Twitter users, we ran an
anonymised user study. We asked 19 participants
to perform five rumour detection tasks (RDTs). In
this context, a RDT is divided into two questions.

(i) Before performing rumour detection using the
browser extension, determine the rumour sta-
tus of the current tweet.

(ii) After performing rumour detection, assess
whether the browser extension aid in deter-
mining the true status of the tweet.

Each set of questions was asked on a preselected
tweet that was newsworthy at that instance in time.
This was done to ensure that the tweets used in the
study were as similar as possible to the training data
distribution on which the model was trained (see
Section 5.1 for out-of-distribution performance).

After performing these tasks, we asked the users
to comment on their overall experience using the
browser extension. The user study was facili-
tated through the use of anonymised survey. The
users accessed the server architecture through a re-
mote Google Cloud Platform server (GCP), and the
browser extension itself from a shareable Google
Chrome Store link. The user study was approved
by a research ethics board (see Section 8). The
results from the RDT and overall experience feed-
back are seen in Figures 7 and 8, respectively. See
Appendix A for full details on the user study.

Prior to performing rumour detection, we see
that there is considerable disagreement amongst the
annotators. Particularly, we find that Randolph’s
Kappa is κ = 0.345 (Randolph, 2010). These re-
sults confirm an assumed truth in the field: rumour

8Most notably, our browser extension was able to classify
a tweet cascade with over 579 retweets, 343 quote tweets and
454 replies in approximately 14 seconds.
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Figure 7: Results from the RDT in the user study.
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Figure 8: Results from global feedback in the user study.

detection, a highly subjective task, is difficult for
humans as the labels are not necessarily objective
(Touvron et al., 2023). This further motivates the
need for assistive tools such as this browser exten-
sion. Contrastingly, we see that, generally, annota-
tors found that the browser extension supported
their rumour detection experience. κ = 0.443
which supports the fair agreement on the browser
extension’s positive impact on their rumour detec-
tion experience. An interesting result is that this
kappa score is similar to the user agreement on
the credibility score (43%) obtained for TweetCred
(Gupta et al., 2014). Whilst the questions posed
to the users are different, these results show that
there is some benefit to be gained through using
additional rumour detection tools. However, there
needs to be additional measures put into place to
make users more confident in the tool’s perfor-
mance, which would lead to higher user agreement
(see Section 8).

Furthermore, we asked the users to rate their
agreement to three questions on a five-point Likert
scale. Observing Figure 8, we see that the feed-
back for the browser extension is generally posi-
tive. 78.95% of the participants in the user study
agreed or strongly agreed with finding the browser
extension to be useful. However, we see that there
was a small portion of users who either disagreed
or were ambivalent to the three statements. This
study did not require the participant to be a Twitter
user. As such, the study could have attracted partic-

ipants who: do not use Twitter frequently, do not
use Twitter as a news source, or those users that
do not have a Twitter account at all. These users
would not see the need to have access to a tool such
as this browser extension as they would have no
use for it personally.

8 Conclusion and Future Work

In this work, we put forward a novel browser exten-
sion that allows Twitter users to perform rumour
detection, leveraging the performance from SoTA
models. Our work shows that this tool provides
benefit to those Twitter users wanting autonomy
over their rumour detection. However, we note
that our work is merely the first iteration in a se-
ries of deployments. Future work could explore
additional mechanisms to allow the browser exten-
sion to cope with OOD data. Online retraining
(Horne et al., 2019) has been shown to be effec-
tive in minimising the effects of concept drift; this
is similar to the trainer pipeline in Veritas (Thi-
lakarathna et al., 2020). Furthermore, Diethe et al.
(2019) show a more sophisticated paradigm with
their continual learning approach. Additionally, we
could extend the browser extension’s functionality
through allowing its users to submit examples of
tweets they believe to be (non-)rumours (with evi-
dence) to some community-moderated data store.
This process could be used to create more up-to-
date datasets for rumour detection.
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Limitations

The work suffers from two main limitations, the
first of which is the current system’s reliance on the
Twitter API, and its changing access requirements.
At the time of writing, Twitter API users will no
longer be able to make use of the GET API end-
points, which include the endpoints used to fetch
the information needed for a tweet’s cascade repre-
sentation (Section 3.2), under the free tier. Instead,
users will have to pay $100 per month9. As such,
this limits the use-case of the browser extension
that we have created. However, the flexible archi-
tecture that we have created allows the browser
extension to be ported to a different context. In-
stead of focussing on Twitter, a similar use-case
would be found with Sina Weibo, for example. The
browser extension could focus on fake news de-
tection, rather than on rumour detection. Each of
these disciplines have their own state-of-the-art so-
lutions in the literature, and exploring practical
tools that would leverage their performance would
be a worthwhile research direction.

A second limitation lies in the small sample size
of the user study. Furthermore, the participants
themselves could be biased in their evaluation of
the browser extension because of their relation
to the author; the browser extension was shared
via a university mailing list. However, due to the
anonymity of the study, we hope that the partici-
pants of the user study would be objective in their
assessment of the browser extension. Nevertheless,
we find that these initial results support and en-
courage the viability of a Twitter rumour detection
extension. However, a potential direction for future
work would be extending the browser extension to
a wider, more diverse audience.
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A User Study Information

The participants, all of whom are fluent in English,
accessed the survey via an anonymised Google
Form sent via a university undergraduate mailing
list. The web server architecture was deployed on
Google Cloud Platform; all participants received
the same underlying tweet cascade and recom-
mended articles as a response for every tweet. The
users could not comment on the speed of the ser-
vice as these results were cached for the sake of
reproducibility and efficiency.
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Figure 9: Result from the dataset mixing experiment for the Twitter15 and Twitter16 models, with pT15 = 0.3 and
pT16 = 0.7.

Acc NR F1 FR F1 TR F1 UR F1
0.0

0.2

0.4

0.6

0.8

1.0
Twitter15

Twitter15
Twitter16
Twitter Mix

Acc NR F1 FR F1 TR F1 UR F1
0.0

0.2

0.4

0.6

0.8

1.0
Twitter16

Acc NR F1 FR F1 TR F1 UR F1
0.0

0.2

0.4

0.6

0.8

1.0
Mix

Figure 10: Result from the dataset mixing experiment for the Twitter15 and Twitter16 models, with pT15 = 0.7 and
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Abstract

Given the criticality and difficulty of reproduc-
ing machine learning experiments, there have
been significant efforts in reducing the vari-
ance of these results. The ability to consistently
reproduce results effectively strengthens the un-
derlying hypothesis of the work and should be
regarded as important as the novel aspect of the
research itself. The contribution of this work is
an open source framework that has the follow-
ing characteristics: a) facilitates reproducing
consistent results, b) allows hot-swapping fea-
tures and embeddings without further process-
ing and re-vectorizing the dataset, c) provides
a means of easily creating, training and evaluat-
ing natural language processing deep learning
models with little to no code changes, and d) is
freely available to the community.

1 Introduction

Consistently reproducing results is a fundamental
criterion of the scientific method, without which,
a hypothesis may be weakened or even invali-
dated (Arvan et al., 2022). Reproduction of results
becomes even more necessary as a growing number
of publications are inflated by false positives (Head
et al., 2015). Efforts to abate this trend include
introducing new statistical methods to detect false
findings (Ulrich and Miller, 2015).

The inability to reproduce results has been re-
ferred to as the “replication crisis” (Hutson, 2018).
The problem of reproducibility in results is becom-
ing more acknowledged as a serious issue in the ma-
chine learning (ML) community with efforts to un-
derstand and overcome the challenge (Rogers et al.,
2021; Drummond, 2018). Not only has the commu-
nity addressed the issue in the literature, it has en-
deavored to assess if experiments are reproducible
and provide recommendations to enhance repro-
ducibility as with the Reproducibility Challenge1.
To address these issues, we present DeepZensols,

1https://www.cs.mcgill.ca/.../ReproducibilityChallenge.html

a freely available2 deep learning (DL) framework
for NLP research by and for the academic research
community including citizen scientists, academic
researchers, and students. It has been used for re-
search projects(Landes et al., 2022, 2023) funded
by the National Institute of Health (NIH)3.

A key feature that sets DeepZensols apart from
others is a novel method to rapidly and easily swap
features sets and compare performance across mod-
els (see Section 2.4). Other systems must re-parse
and re-vectorize each mini-batch over each epoch.
While there exist similar frameworks to ours (Ning
et al., 2020; Falcon, 2019; Paszke et al., 2019; Al-
berti et al., 2018), none of these provides this batch
strategy, vectorization of natural language text fea-
tures and reproducibility of results across advanced
programming interfaces (APIs) and datasets in one
framework. Popular neural network (NN) architec-
tures are available out of the box and easily con-
figurable with little to no coding necessary (see
Section 2.2 for NLP specific framework details).

2 Library Design

DeepZensols is a combination of Python APIs built
on top of PyTorch that provide a means of easily
and quickly creating NLP task specific pipelines.
The framework’s source code and installable li-
braries are released under the MIT Open Source Li-
cense, and includes extensive and in depth overview
and API documentation, tutorials, Jupyter Note-
book examples and class diagrams for NLP refer-
ence models and datasets. The framework is vali-
dated with 381 unit tests and six integration tests,
which are automated using continuous integration.

2.1 Reproducibility

All random state, including utility libraries, scien-
tific libraries, PyTorch, and GPU state, is consistent

2https://github.com/plandes/deepnlp
3NIH award R01CA225446, MyPHA: Automatically gen-

erating personalized accounts of in-patient hospitalizations.
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Figure 1: Word embeddings concatenated to vectorized linguistic features, and then joined with vectorized document
features constructed using configuration with no coding.

across each run of the interpreter execution of the
model’s training, evaluation and testing when using
the framework. Results are consistent by saving
this random state when saving the model, then re-
trieving and resetting it before using the model.

The order of mini-batches, and their constituent
data can affect the model performance as an as-
pect of training or the results of validation and
testing (Pham et al., 2020). This performance in-
consistency is addressed by recording the order of
all data4 and tracking the training, validation and
test data splits. Not only are mini-batches given in
the same order, the ordering in each mini-batch is
also preserved. These dataset partitions and their
order are saved to the file system so the commu-
nity has the option of distributing it along with the
source code for later experiment duplication.

The framework also saves the configuration used
to recreate the same in-memory state along with
the model. This duplicates all train-time memory
model structures, parameters, and hyperparameters
during testing. For the framework’s reproducibility,
unit tests are executed for individual components
and integration tests by comparing the validation
and training loss across six data sets5. In addition,
this demonstrates to users of the framework how to
add their own components and tests.

2.2 NLP-Focused Abstractions and Features
The framework provides many APIs for natural
language tasks, including concatenation of vector-
ized language features to input embedding (see
Figure 1). Vectorization of contextual embed-
dings such as BERT (Devlin et al., 2019) and non-

4Regardless of any given data pre-processing or shuffling.
5Data sets include the MNIST, Adult, Iris datasets and

those mentioned in Section 3.

contextual embeddings such as word2vec (Mikolov
et al., 2013), GloVe (Pennington et al., 2014) and
fastText (Bojanowski et al., 2017) are available.

The framework includes many layer implementa-
tions, which are compatible with the PyTorch API
as module classes. Examples of layers provided
include BiLSTM CRF, BERT transformer models,
1D convolution NN, word embedding layer for con-
catenating features (see Section 2.3), and TF/IDF
frequency weighting (Sparck Jones, 1972).

HuggingFace transformer layers are available
as embeddings, document, sentence and token fea-
tures. The framework also provides direct access
to these models’ data and utilizes it in a variety of
tasks such as text classification, token classification,
language generation, latent semantic analysis, etc.
A linguistic feature mapper that translates spaCy6

to wordpieces, which are token sub-units with asso-
ciated vectors (Wu et al., 2016), is also accessible
as an easy to configure module.

2.3 Vectorization

The DeepZensols framework allows for easily con-
figurable components that provide a higher level
abstraction that tokenizes, sentence chunks, and
vectorizes linguistic features. These vectorizers
have a class taxonomy based on data they vector-
ize so their output data can be automatically con-
structed in various off-the-shelf architectures. See
Section 2.2 for more information on NLP specific
feature generation.

2.4 Batching

We provide a novel method to vectorize and batch
data without wasteful pre-processing of feature and

6https://spacy.io
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Figure 2: Batch decoding “stitches” mini-batches to-
gether from files containing features for the current run.

embedding combinations. Other similar frame-
works pre-process data in an intermediate form
only once before training. However, this leads to a
brittle and difficult to reproduce dataset of ad-hoc
text processing scripts that are challenging to re-
execute, and thus, reproduce performance metrics.

Our framework addresses this with an organized
intermediate file scheme and partitioned feature set
so the input data is vectorized only once efficiently
using a multi-processing pipeline. The output for-
mat of this process allows for quick feature swap-
ping and hyperparameter tuning for re-training. It
leverages the fact that mini-batches are independent
and fit nicely as independent units of work by seg-
menting datasets into smaller chunks, vectorizing
each chunk in parallel sub-processes, and creating
batches independently across each sub processes.

This process by which data is written to the
file system in a format that is fast to reassem-
ble is called batch encoding and accomplished
by: a) split sentences and/or tokens into equal size
“chunks” units of work, b) parsing natural language
features from chunks across multiple processes,
and c) vectorizing each chunk as tensor data in
separate files by feature.

After batch encoding is complete, the model is
ready to be trained from data obtained from a batch
decoding step, which is accomplished by: a) choos-
ing a feature set for a training run, b) reassembling
features by mini-batch, c) decode each mini-batch
into a tensor (see Figure 2), and d) load, cache and
copy tensors to the GPU.

Reassembling mini-batches by feature greatly
reduces load time and memory space, which speeds

up model training (see Section 3) and ameliorates
issues of complex models. The train, validation and
test cycle is faster for other vectorized linguistic
data such as spaCy features as well.

2.5 Execution

The framework provides both a command line and
a Jupyter notebook interface to train, test and pre-
dict. A “glue” API is used to make a Python dat-
aclass7 class a dynamically generated command
line with help usage message documentation. A
set of default application classes are available with
the framework, but they can be extended to include
project specific workflows. The default application
set provides interactive early stopping or epoch
resetting during training.

Results are organized by each run and carry a
common file system structured named by either
what is provided in the configuration or by model
name. This directory structure contains the full
model with all configuration, the PyTorch model,
and results provided as human readable indented
text, JSON and binary formats.

3 Runtime Analysis

Runtime analysis was performed for parsing, fea-
ture vectorization (see Section 2.3), batching (see
Section 2.4), training and testing three different
types of models using a Nvidia TITAN RTX graph-
ics processor on an Intel 3.6GHz CPU using the
following criteria:

• Model: the model trained and evaluated.
• Batch: whether or not the mini-batches were

(re)created (see Section 2.4).
• GPU: whether or not the mini-batches were

cached in GPU memory.8

Since obtaining fast results allows for more ex-
perimentation with a variety of feature sets, em-
beddings, and NN architectures, our experiments
included several combinations of caching strate-
gies. Table 1 shows the latency to batch, retrain
and test the model for each dataset in the “Duration”
column. Experiments were rerun obtain the time
needed for training, validation and testing of each
model, then a second time using the precomputed
mini-batched data. The GPU caching option was
toggled across these experiments to find the CPU
to GPU latency for loading mini-batches.

7https://docs.python.org/3/library/dataclasses.html
8The framework offers GPU caching, CPU caching, and

iterative buffering of mini-batches.
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Data Model Duration Batch GPU Both

NER BERT 1:06:04 04:23 00:12 04:35
GloVe 34:08 04:19 05:41 10:00

Mov BERT 21:19 02:04 -00:26 01:38
GloVe 05:03 03:07 01:20 04:27

CB BERT 05:48 01:50 -00:01 01:49
GloVe 05:45 01:51 03:03 04:54

Table 1: Efficiency benchmarks showing the Named
Entity Recognition, Movie review sentiment, and
ClickBate datasets. The “Duration” column lists pro-
cessing latency with no batch or GPU caching in hours,
minutes and seconds. The “Batch” and “GPU” columns
have the caching speedup times in minutes and seconds.
The “Both” column is the speedup with both batch and
GPU caching are enabled.

The datasets used in the runtime analysis include
the CoNNL 2003 (Tjong Kim Sang and De Meul-
der, 2003) for NER, the movie review corpus (Pang
and Lee, 2005; Socher et al., 2013) for sentiment,
and the clickbate corpus (Chakraborty et al., 2016)
for text classification.

The results show significant processing improve-
ments in all three datasets with the GloVe model
leading. This is likely due to how the static embed-
ding are not computed for each sentence (unlike
BERT). The NER dataset with the BERT model
was faster by 4.5 minutes and the GloVe model was
10 minutes faster (1.4X speedup). However, the
movie review sentiment dataset shows the best im-
provement (7.8X speedup) on the GloVe model.
This is primarily from the batch caching 2.6X
speedup, but benefited from a GPU 1.3X caching
speedup. We hypothesize that the GPU slowdowns
for the movie review and clickbate datasets are
potentially due to larger BERT (768D vs 300D
embeddings) mini-batches copied from the CPU.

4 Related Frameworks

Popular DL frameworks such as TensorFlow9 have
a dashboard that provides metrics, such as training
and validation loss. However, these general pur-
pose frameworks offer basic performance metrics
and do not provide a means of producing higher ab-
straction level NLP specific models. More specif-
ically, frameworks such as Keras, supply a very
coarse API allowing solely for cookie-cutter mod-
els. They lack the ability to easily create and evalu-
ate models past this surface interface.

Frameworks such as PyTorch10, which are more

9https://www.tensorflow.org
10https://pytorch.org

common in academia, provide a more straightfor-
ward simple API that is similar to the core Tensor-
Flow libraries, and thus have the same shortcom-
ings as a tool to bridge the gap between pure re-
search and reproducibility. Specifically, they do not
provide batching for accessible feature swapping
and ablation studies, or retention of ML algorithm
state necessary to reproduce results.

AllenNLP (Gardner et al., 2018) is a flexible
configuration driven framework that provides con-
struction of NLP NN architectures and is the closest
framework to ours. However, it does not have fast
feature swapping (see Section 2.4) and batch cre-
ation capability, and lacks most of the components
necessary to consistently reproduce results11.

Popular packages providing support for trans-
former architectures such as BERT (Devlin et al.,
2019) include HuggingFace12. However, this
framework only provides transformer models for
contextual word embeddings.

5 Conclusion and Limitations

The DeepZensols framework is a viable solu-
tion to easily create NLP specific models with
APIs and analysis tools to produce consistent re-
sults. Such frameworks create the types of mod-
els that give confidence and legitimacy by pro-
viding a way to produce reliable reproducible re-
sults for researchers not familiar with deep learn-
ing tools, practitioners, medical personnel, stu-
dents, and those new to the field. Runtime analy-
sis shows the framework offers significant pro-
cessing time savings compared to systems that
do not provide feature caching with stable re-
sults, but not all HuggingFace pretrained mod-
els13 have been tested. The following have been
tested: BERT, RoBERTa (Liu et al., 2019), Distil-
BERT (Sanh et al., 2019), Big Bird (Zaheer et al.,
2020), BioBERT (Lee et al., 2020), XML-R (Con-
neau et al., 2020), ClinicalBioBERT (Alsentzer
et al., 2019), and GatorTron (Yang et al., 2022)
have been tested. A planned future work is to inte-
grate the framework with TensorBoard14.
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Abstract

We describe the features of SeqScore, an MIT-
licensed Python toolkit for working with named
entity recognition (NER) data. While SeqScore
began as a tool for NER scoring, it has been
expanded to help with the full lifecycle of work-
ing with NER data: validating annotation, pro-
viding at-a-glance and detailed summaries of
the data, modifying annotation to support ex-
periments, scoring system output, and aiding
with error analysis. SeqScore is released via
PyPI and development occurs on GitHub.

1 Introduction

While much attention in language technology de-
velopment is focused on the creation of better mod-
els and datasets, it is essential to also have tools
for understanding the output of those models and
the contents of the datasets. For classification
tasks, the combination of scikit-learn (Pedregosa
et al., 2011) and Pandas (Wes McKinney, 2010)
can provide preprocessing, data exploration, power-
ful modeling, and error analysis. However, chunk-
ing tasks like named entity recognition (NER) pose
a challenge for data workflows and error analysis.
While NER is often treated like a sequence-labeling
problem like part of speech (POS) tagging, unlike
POS tagging, the annotation and evaluation are per-
formed at the chunk level, not individual tokens.

For example, if a sentence begins “Alan Turing
was...”, an NER task may require that Alan Turing
is correctly identified as a mention of a person’s
name. Less or no credit would be received for
identifying just the person name Alan or separately
identifying the names Alan and Turing without not-
ing that they form a single unit. Typically, each
mention (also called an entity, phrase, or chunk)
is encoded using BIO encoding, so for example
Alan Turing might receive the tags B-PER I-PER

†Corresponding author.
*Equal contribution.

to reflect the beginning and continuation of a men-
tion of type person, while non-mention tokens are
tagged O.1

The nature of chunking tasks means that every
step of data processing is necessarily more compli-
cated than traditional classification tasks. Unlike
a per-token classification task, looking at the in-
dividual token labels is a poor summary of the
dataset. Scoring is more difficult as the scorer must
interpret a sequence of tagged tokens as mentions,
which becomes non-trivial when the tags produced
by a system do not follow the norms of the men-
tion encoding method (e.g., BIO) used (Lignos and
Kamyab, 2020).

This paper describes the SeqScore toolkit and
its applications for validating, summarizing, and
transforming NER data. A previous publication
(Palen-Michel et al., 2021), introduced SeqScore
and described its value as a reproducibility-focused
NER scorer. While this paper is also about Seq-
Score, it has a different focus. We describe the de-
velopment of new features for SeqScore and what
was needed to extend it from being just a scorer to a
more complete toolkit for working with NER data.
We discuss new feature development on SeqScore
and the process of expanding it to fill gaps common
in NER workflows. In addition to discussing the
details of SeqScore, we discuss the challenges of
trying to build open-source software for research.

2 Why a Toolkit?

For decades, NER researchers have been able to be
productive without any popular toolkits for work-
ing with NER data. There has been a commonly-
used scorer, conlleval, which was provided for the
2002–3 CoNLL shared tasks (Tjong Kim Sang,
2002; Tjong Kim Sang and De Meulder, 2003),
available for two decades now. While standard-

1Lester (2020) provides a more detailed explanation of
common encodings and their intricacies in the context of soft-
ware development.
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izing around a single scorer provides significant
benefits (Lignos and Kamyab, 2020; Post, 2018),
conlleval is not actively maintained and has not
been updated as approaches to NER have changed.

While common scorers and shared tasks are
uniquely capable of uniting the research commu-
nity, there is still a vital need for tools for tools
for many stages of working with NER data. For
example, given a dataset, how can we examine it?
How can we determine what mention encoding it
uses and whether it was used consistently? How
can we modify it efficiently? How can we examine
performance beyond just a few numbers? SeqScore
aims to provide efficient, command-line solutions
to these problems.

The most similar software package to SeqScore
is iobes (Lester, 2020). While the two projects be-
gan development concurrently, iobes was released
first and has previously been published at NLP-
OSS. The iobes package is designed for API-level
access and manipulation of spans. SeqScore is
focused on a command-line interface for scoring
NER data and performing common manipulations
on that data. Both provide logic around converting
chunk encodings (BIO, BIOES, etc.) to and from
mentions.

3 SeqScore’s Features

This section describes the features of SeqScore,
focusing on the newest features that enable it to
assist in many NER data workflows. Previous work
(Palen-Michel et al., 2021) has described the scor-
ing features of SeqScore, so they are not discussed
in detail in this paper. SeqScore is released via
PyPI (https://pypi.org/project/seqscore/)
and development occurs on GitHub (https://
github.com/bltlab/seqscore).

3.1 Overview

SeqScore is accessed via a command-line interface
(CLI), and like git provides a command for each
action. After running pip install seqscore,
the seqscore script is now available. Table 1 lists
SeqScore’s commands and their purposes.

All SeqScore commands share a common set of
capabilities. The most important is robust reading
and writing of CoNLL-style NER formats. Seq-
Score supports several options to work with a wide
variety of data files: setting the file encoding (older
files often use ISO-8859-1), ignoring comment
lines (which some files use for sentence provenance

information), and automatic detection of field de-
limiters (older files use space, newer ones use tabs).
Different strategies can be set regarding how to deal
with invalid label transitions like O I-PER in BIO
(for more details see Palen-Michel et al., 2021).
SeqScore can maintain or discard the document
boundaries specified using -DOCSTART- sentences
inside CoNLL-format files, which enables scoring
a reference with document boundaries against sys-
tem output without them.

While each of these features is simple, those
attempting to write “quick scripts” to manipulate
NER data often find them to be stumbling blocks.
For example, many older workflows used tools
like cut and paste to extract and replace NER
labels; these encounter problems when dealing with
comment lines, inconsistent delimiters, document
boundaries in one file but not the other, etc.

3.2 Validation
One of the most common questions that arises
when dealing with NER data is determining which
mention encoding (BIO, etc.) is used and whether it
has been used consistently. While BIO is currently
the most commonly-used encoding for dataset cre-
ation, many papers describing datasets do not ex-
plicitly state what the encoding is. Many older
datasets use IOB, often erratically.2

An example of running the validate command on
a file train.bio would be: seqscore validate
--labels BIO train.bio. The mention encoding
in use must be explicitly given; it is important that
users be sure of the mention encoding they are
using.

As part of an effort to test SeqScore to make
sure it can reliably load a variety of datasets, we
collected a mix of recent and older datasets and
validated them. The following datasets passed
validation without any modifications: NYTK-
NerKor+Cars-OntoNotes++ (Novák and Novák,
2022; Simon and Vadász, 2021), TurkuNLP (Lu-
oma et al., 2020), GermanLER (Leitner et al., 2019;
Leitner, 2019), TweebankNER (Jiang et al., 2022),
HiNER (Murthy et al., 2022), GermEval 2014

2Our experiments in validating older datasets led to in-
teresting findings. There seems to be disagreement on how
IOB encoding should be implemented. Some data files use
B- only when strictly necessary, that is when two adjacent
mentions of the same entity type appear, as would be for the
fragment “[Australian]MISC [Davis Cup]MISC captain” from
the CoNLL-02 English data. Others use B- for the second
mention of two adjacent mentions, even if the entity types are
different. SeqScore currently only allows the former variety
to pass IOB validation, but this may change in future releases.
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Command Purpose

convert Convert between different mention encodings (BIO, BIOES, etc.)
count Show counts of the mentions in a file in descending order
process Modify the mentions in a file by choosing which entity types to keep/remove or mapping entity types
repair Correct invalid label transitions
score Produce a score or a summary of the scoring events (false positives, etc.)
summarize Give a high-level summary of a dataset that includes its length and the count of each entity type
validate Check whether a file contains any invalid labels or invalid label transitions

Table 1: Description of SeqScore commands

(Benikova et al., 2014), CoNLL-03 English and
German (Tjong Kim Sang and De Meulder, 2003,
we used the 2006 German data re-release), CoNLL-
02 Dutch (Tjong Kim Sang, 2002), and Europarl
annotation (Agerri et al., 2018).

Three datasets contained invalid label transi-
tions, but using SeqScore’s repair command
could be converted to valid versions that pass val-
idation: CoNLL-02 Spanish (Tjong Kim Sang,
2002), KazNERD (Yeshpanov et al., 2022), and
MultiCoNER II (Fetahu et al., 2023).

SeqScore’s validation tool helped identify more
significant issues with other datasets. When validat-
ing the BIO-encoded MasakhaNER 1.0 (Adelani
et al., 2021) dataset, we found sentences beginning
with I- labels that appeared to be a continuation
of a mention at the end of the previous sentence.
When we investigated, we discovered that after cre-
ation of the original dataset, long sentences were
split without regard to mention boundaries in order
to meet the maximum sentence length requirements
of the models used in their study. We were able to
locate an earlier version of the data in their GitHub
repository that did not have these additional sen-
tence breaks, and that data passed validation.

Other datasets passed validation after modifi-
cations were made to them. MahaNER (Litake
et al., 2022) has tags of the form BPER instead of
B-PER. After changing the tags to add -, SeqScore’s
repair command was used to correct invalid la-
bel transitions. The tags in KIND (Paccosi and
Palmero Aprosio, 2022) are “bare” tags like PER.
After changing all tags to IO tags like I-PER, the
dataset was successfully validated as IO.

The only dataset we found to be unusable was
SiNER (Ali et al., 2020), as it appears to have some
text processing issue resulting in some of the lines
having tokens but no label, and others the reverse.

3.3 Data Modification
While core entity types likes person, organization,
and location appear in many NER datasets, differ-

ent datasets use different ontologies. Often some
entity types are annotated less reliably, like MISC
in CoNLL 2002–3, and others may simply be of
less interest, like DATE in MasakhaNER.

SeqScore supports specifying either a set of en-
tity types to keep or remove. For example, to in-
clude only PER, LOC, and ORG, the user can run
seqscore process --keep-types PER,LOC,ORG
input.bio output.bio. Similarly, to remove the
DATE type, the user can run seqscore process
--remove-types DATE input.bio output.bio.

Another common task is collapsing a fine-
grained set of types into a smaller set. For example,
the MultiCoNER II dataset (Fetahu et al., 2023) is
annotated with 33 fine-grained types which can be
mapped to 6 coarse-grained types. The annotation
is provided using fine-grained types, so to evaluate
for the coarse types, the types must be mapped.

SeqScore supports this type mapping using a
JSON file. For example, this JSON can be used to
convert to the higher-level types PROD and LOC
from fine-grained types: {"PROD": ["Clothing",
"Drink", "Food", "OtherPROD", "Vehicle"],
"LOC": ["Facility", "HumanSettlement",
"OtherLOC", "Station"]}. This mapping can be
used as follows: seqscore process --type-map
map.json input.bio output.bio.

3.4 Error Analysis at a Glance
In text classification tasks, confusion matrices al-
low for quick understanding of error patterns in a
system’s output. For a chunking task like NER, it is
difficult to define exactly what a confusion matrix
should look like. For SeqScore, we attempted to
come up with a way to summarize the errors in
a system’s output in a way similar to identifying
the “hot spots” in a heat map of the confusion ma-
trix. When scoring, SeqScore can produce a table
of false positives and negatives sorted by descend-
ing frequency by using the --error-counts flag:
seqscore score --error-counts --labels
BIO --reference ref.bio pred.bio.
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Count Error Type Text

7 FP MISC ALPINE
5 FN ORG Real Madrid
5 FN ORG Barcelona
4 FP LOC Tasmania
4 FP LOC Victoria
4 FP MISC National Hockey
4 FP MISC League
4 FP MISC ATLANTIC DIVISION
4 FP MISC PACIFIC DIVISION
4 FP LOC Santa Fe
4 FN ORG Victoria
4 FN ORG Tasmania
4 FN ORG National Hockey
4 FN ORG League
4 FN MISC ATLANTIC
4 FN LOC PACIFIC
4 FN ORG Santa Fe
3 FP MISC World Cup
3 FP ORG William Hill
3 FP MISC Italian
3 FP MISC EST
3 FP MISC Conservative
3 FP MISC SKIING-WOMEN
3 FN MISC SKIING-WORLD CUP
3 FN ORG NFL

Table 2: Most-frequent false positive (FP) and false
negative (FN) errors identified using seqscore score
--error-counts

Table 2 shows output of this command from
an NER model based on XLM-R (Conneau et al.,
2020) and fine-tuned on CoNLL++ English data us-
ing FLERT (Schweter and Akbik, 2020). It imme-
diately shows that some of the most-repeated errors
happen in all-caps contexts. The output also sug-
gests that sports is a problem domain, with leagues,
sub-leagues, and clubs appearing in both false posi-
tives and negatives. Looking at this output allowed
us to identify problems with the annotation of Na-
tional Hockey League in the CoNLL++ test data; a
deeper look revealed that improper sentence bound-
aries in the gold data repeatedly resulted in split
mentions of National Hockey and League.

As most papers reporting NER scores do not
report any error analysis, we hope the ease with
which the most frequent errors can be looked at in
SeqScore will help researchers at least identify the
largest sources of error.

4 Design Challenges

Explicit or Implicit? Unlike conlleval, which
will score many mention encodings without any
direction from the user—even encodings it does not
support (Akbik et al., 2019, footnote 2)—SeqScore
requires users to be specify the mention encoding

and how they want invalid transitions to be repaired.
This can be confusing to new users, because if they
do not specify a repair method, scoring may raise
an error. SeqScore has always erred on the side of
making users be explicit and avoiding any silent
defaults that could affect the results, but this comes
at a price of some user frustration.

Limiting Scope While SeqScore is so far the
most richly-featured toolkit for working with NER
files, we have intentionally limited the scope of its
capabilities where there is risk of misuse. One ex-
ample is scoring NER in cases where the reference
and system output may disagree in the tokens of
a sentence, such as when performing NER on the
output of speech recognition. SeqScore currently
insists that the reference and system output have
the same text to avoid issues where sentences have
become misaligned between the two, and this can-
not be disabled. Providing a flag to disable this
check could result in users specifying it “just in
case” to make sure scoring never raises an error,
potentially leading to incorrect scores. Benaicha
et al. (2023) forked SeqScore for their study of
NER on speech so they could score more flexibly.

Test Coverage While SeqScore stands apart
from much research software in having a test suite
and code coverage instrumentation, as the com-
plexity of the toolkit has increased, so has the time
required for tests to keep up with functionality.
While very time-intensive to maintain, writing tests
that exercise the command-line interface has been
essential to avoiding regressions. SeqScore uses
click3 to implement the CLI, and testing is greatly
aided by its CliRunner class which allows direct
invocation of the CLI in unit tests.

SeqScore’s test coverage stands at 95%, but it
will take substantial effort to reach 100%. A hand-
ful of warnings and error cases are not exercised
by the current tests due to the high time cost of
developing inputs that would reach them and main-
taining these inputs as the codebase changes.

Performance SeqScore is written highly defen-
sively to protect against user errors that could result
in incorrect evaluation results. This unfortunately
comes at the cost of speed; SeqScore is slower at
scoring and processing long files than other scor-
ers. While we are interested in improving speed by
using profiling, we are unwilling to optimize for
speed at the expense of safety.

3https://palletsprojects.com/p/click/
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5 Conclusion

SeqScore provides a feature-rich toolkit for work-
ing with NER data, and we believe it will enable
easier and more reproducible NER research. As
more users adopt SeqScore, we look forward to
addressing their needs and the bugs they find.

Development of SeqScore is ongoing. A major
area of interest is developing a stable API for scor-
ing. Unlike iobes and seqeval (Nakayama, 2018),
the primary use case of SeqScore has been through
the command line. We plan to add a stable API
before a version 1.0 release.
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Abstract

Reproducibility in scientific work has been be-
coming increasingly important in research com-
munities such as machine learning, natural lan-
guage processing, and computer vision com-
munities due to the rapid development of the
research domains supported by recent advances
in deep learning. In this work, we present
a significantly upgraded version of torchdis-
till1, a modular-driven coding-free deep learn-
ing framework significantly upgraded from the
initial release, which supports only image clas-
sification and object detection tasks for repro-
ducible knowledge distillation experiments. To
demonstrate that the upgraded framework can
support more tasks with third-party libraries,
we reproduce the GLUE benchmark results of
BERT models using a script based on the up-
graded torchdistill, harmonizing with various
Hugging Face libraries. All the 27 fine-tuned
BERT models and configurations to reproduce
the results are published at Hugging Face2, and
the model weights have already been widely
used in research communities. We also reim-
plement popular small-sized models and new
knowledge distillation methods and perform ad-
ditional experiments for computer vision tasks.

1 Introduction

The rapid developments of various research do-
mains such as natural language procession (NLP),
computer vision, and speech recognition (He et al.,
2016; Ballé et al., 2017; Devlin et al., 2019; Doso-
vitskiy et al., 2020; Raffel et al., 2020; Rombach
et al., 2022; Radford et al., 2023) have been sup-
ported by advances in deep learning (Krizhevsky
et al., 2012; Mikolov et al., 2013; Kingma and
Welling, 2014; Sutskever et al., 2014; Kingma and
Ba, 2015; Sohl-Dickstein et al., 2015; Vaswani
et al., 2017; Brown et al., 2020). While it has been

∗This work was done prior to joining Amazon.
1https://github.com/yoshitomo-matsubara/

torchdistill/
2https://huggingface.co/yoshitomo-matsubara

developed rapidly, poor reproducibility of deep
learning-based studies is a severe problem that re-
search communities have been facing (Crane, 2018;
Yang et al., 2019; Daoudi et al., 2021; Matsubara,
2021), and the reproducibility has been attracting
significant attention from researchers (Gundersen
et al., 2018; Gundersen, 2019; Dodge et al., 2019;
Kamphuis et al., 2020; Lopresti and Nagy, 2021;
Pineau et al., 2021).

To address the serious problem, research com-
munities introduced reproducibility checklists. At
the time of writing, some venues require au-
thors to complete checklists when submitting their
work e.g., Responsible NLP Research Check-
list3 (Rogers et al., 2021) at NLP venues (ACL,
NAACL, ARR) and Paper Checklist at NeurIPS.4

Matsubara (2021) developed torchdistill, a mod-
ular, configuration-driven knowledge distillation
framework built on PyTorch (Paszke et al., 2019)
for reproducible deep learning research. Knowl-
edge distillation (Hinton et al., 2014) is a well
known model compression method usually to train
a small model (called student) leveraging outputs
from a more complex model (called teacher) as part
of loss functions to be minimized. Recent knowl-
edge distillation approaches are more complex e.g.,
using intermediate layers’ outputs (embeddings or
feature maps) besides the final output (logits) of
teacher models with auxiliary module branches
attached to teacher and/or student models during
training (Kim et al., 2018; Zhang et al., 2020; Chen
et al., 2021), using multiple teachers (Mirzadeh
et al., 2020; Matsubara et al., 2022b), and train-
ing multilingual or non-English models solely with
an English teacher model (Reimers and Gurevych,
2020; Li et al., 2022b; Gupta et al., 2023).

For implementing such approaches, researchers

3https://aclrollingreview.org/
responsibleNLPresearch/

4https://neurips.cc/public/guides/
PaperChecklist
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Figure 1: Initial design of torchdistill (Matsubara, 2021) vs. v1.0.0 in this work.

unpacked existing model implementations and
modified their input-output interfaces to extract
and/or hard-code new auxiliary modules (train-
able modules to be used only during train-
ing) (Zagoruyko and Komodakis, 2016; Passalis
and Tefas, 2018; Heo et al., 2019; Park et al., 2019;
Tian et al., 2019; Xu et al., 2020; Chen et al.,
2021). torchdistill (Matsubara, 2021) was initially
designed as a unified knowledge distillation frame-
work to enable users to design experiments by
declarative PyYAML configuration files without
such hardcoding effort and help researchers com-
plete the ML Code Completeness Checklist5 for
high-quality reproducible knowledge distillation
studies. One of its key concepts is that a declarative
PyYAML configuration file designs an experiment
and explains key hyperparameters and components
used in the experiment. While the initial framework
is well generalized and supports 18 different knowl-
edge distillation methods implemented in a unified
way, the implementation of the initial framework
is highly dependent on torchvision6, a package for
popular datasets, model architectures, and common
image transformations for computer vision tasks.

In this work, we significantly upgrade torchdis-
till from the initial framework (Matsubara, 2021)
to enable further generalized implementations, sup-
porting more flexible module abstractions and
enhance the advantage of decralative PyYAML
configuration files to design experiments with
third-party packages of user’s choice, as promised

5https://github.com/paperswithcode/
releasing-research-code

6https://github.com/pytorch/vision

in (Matsubara, 2021). Using GLUE tasks (Wang
et al., 2019) as an example, we demonstrate that
the upgraded torchdistill and a new script har-
monize with Hugging Face Transformers (Wolf
et al., 2020), Datasets (Lhoest et al., 2021), Acceler-
ate (Gugger et al., 2022), and Evaluate (Von Werra
et al., 2022) to reproduce the GLUE test results
reported in (Devlin et al., 2019) by fine-tuning pre-
trained BERT-Base and BERT-Large models with
the upgraded torchdistill. We also conduct knowl-
edge distillation experiments using the fine-tuned
BERT-Large models as teachers to train BERT-
Base models. All these experiments are performed
on Google Colaboratory.7 We also publish all the
code and configuration files at GitHub1 and trained
model weights and training logs at Hugging Face2

for reproducibility and helping researchers build
on this work. Our BERT models fine-tuned for
the GLUE tasks have already been downloaded
138,000 times in total and widely used in research
communities not only in research papers but also
in tutorials of deep learning frameworks and ACL
2022. Besides the NLP tasks, we reimplement pop-
ular small-sized computer vision models and a few
more recent knowledge distillation methods as part
of torchdistill, and perform additional experiments
to demonstrate that the upgraded torchdistill still
supports computer vision tasks.

2 Related Work

In this section, we briefly summarize related work
on open source software that supports end-to-end

7https://colab.google/
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research frameworks. Yang et al. (2018) propose
Anserini, an information retrieval toolkit built on
Lucene8 for reproducible information retrieval re-
search. Pyserini (Lin et al., 2021) is a Python
toolkit built on PyTorch (Paszke et al., 2019) and
Faiss (Johnson et al., 2019) for reproducible infor-
mation retrieval research with sparse and dense rep-
resentations, and the sparse representation-based
retrieval support comes from Lucene via Anserini.

AllenNLP (Gardner et al., 2018) is a toolkit
built on PyTorch for research on deep learning
methods in NLP and designed to lower barriers
to high quality NLP research e.g., useful NLP mod-
ule abstractions and defining experiments using
declarative configuration files. Highly inspired by
AllenNLP, Matsubara (2021) design torchdistill,
a module, configuration-driven framework built
on PyTorch for reproducible knowledge distilla-
tion studies. Similar to AllenNLP, torchdistill en-
ables users to design experiments by declarative
PyYAML configuration files and supports high-
level module abstractions. For image classification
and object detection tasks, its generalized starter
scripts and configurations help users implement
knowledge distillation methods without much cod-
ing cost. Matsubara (2021) also reimplement 18
knowledge distillation methods with torchdistill
and point out that the standard knowledge distil-
lation (Hinton et al., 2014) can outperform many
of the recent state of the art knowledge distilla-
tion methods for a popular teacher-student pair
(ResNet-34 and ResNet-18) with ILSVRC 2012
dataset (Russakovsky et al., 2015). In Section 3,
we describe major upgrades in torchdistill from the
initial release (Matsubara, 2021).

3 Major Upgrades from the Initial
Release

In this section, we summarize the major up-
grades from the initial release of torchdistill (Mat-
subara, 2021). Figure 1 highlights high-level differ-
ences between the initial design (Matsubara, 2021)
of torchdistill and a largely upgraded version in
this work. The initial torchdistill is dependent on
PyTorch and torchvision and contains key modules
and functionalities specifically designed to support
image classification and object detection tasks. For
example, dataset modules that the initial version
officially supports are only those in torchvision,
and some of dataset-relevant functionalities such as

8https://lucene.apache.org/

building a sequence of data transforms and dataset
loader are based on datasets in torchvision.

In this work, we make torchdistill less depen-
dent on torchvision and support more tasks with
third-party packages of users’ choice, by generaliz-
ing some of the key components in the framework
and exporting task-specific implementations to the
corresponding executable scripts and local pack-
ages. We also reimplement popular small-sized
models whose official PyTorch implementations
are not either available or maintained.

3.1 PyYAML-based Instantiation
A declarative PyYAML configuration file plays
an important role in torchdistill. Users can de-
sign experiments with the declarative PyYAML
configuration file, which defines various types of
abstracted modules with hyperparameters such as
dataset, model, optimizer, scheduler, and loss mod-
ules. To allow more flexibility in PyYAML con-
figurations, we add more useful constructors such
as importing arbitrary local packages to register
modules but without edits on an executable script,
and instantiating an arbitrary class with a log mes-
sage. Those can be done simply at the very begin-
ning of an experiment when loading the PyYAML
configuration file and make the configuration files
more self-explanatory since the configuration for-
mat used for the initial version does not explicitly
tell users whether the experiment needs specific
local packages. Those features also help us gener-
alize ways to define key module such as datasets
and their components (e.g., pre-processing trans-
forms, samplers).

Figure 2 shows an example that build a sequence
of image/tensor transforms with the initial version
and torchdistill in this work. While the former re-
quires both a Python function specifically designed
for torchvision modules (build_transform) and
a list of dict objects defined in a PyYAML
configuration to be given to the function as
(transform_params_config), the latter can build
exactly the same transform when loading the
PyYAML configuration and store the instantiated
object as part of a dict object with transform key.

3.2 Generalized Modules for Supporting
More Tasks

The PyYAML-based instantiation feature described
in Section 3.1 enables us to remove torchvision-
specific modules mentioned in Section 3 (e.g.,
build_transform in Fig. 2) so that we can reduce
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import torchvision
from torchdistill.datasets.transform import TRANSFORM_CLASS_DICT

TRANSFORM_CLASS_DICT.update(torchvision.transforms.__dict__)

def build_transform(transform_params_config , compose_cls=None):
if not isinstance(transform_params_config , (dict , list)) or len(transform_params_config) == 0:

return None

component_list = list()
if isinstance(transform_params_config , dict):

for component_key in sorted(transform_params_config.keys ()):
component_config = transform_params_config[component_key]
params_config = component_config.get('params ', dict ())
if params_config is None:

params_config = dict()

component = TRANSFORM_CLASS_DICT[component_config['type']](** params_config)
component_list.append(component)

else:
for component_config in transform_params_config:

params_config = component_config.get('params ', dict ())
if params_config is None:

params_config = dict()

component = TRANSFORM_CLASS_DICT[component_config['type']](** params_config)
component_list.append(component)

return transforms.Compose(component_list) if compose_cls is None else compose_cls(component_list)

transform_params:
− type: 'RandomCrop'

params:
size: 32
padding: 4

− type: 'RandomHorizontalFlip'
params:

p: 0.5
− type: 'ToTensor'

params:
− type: 'Normalize'

params:
mean: [0.49139968, 0.48215841, 0.44653091]
std: [0.24703223, 0.24348513, 0.26158784]

transform: !import_call
key: 'torchvision.transforms.Compose'
init:

kwargs:
transforms:

− !import_call
key: 'torchvision.transforms.RandomCrop'
init:

kwargs:
size: 32
padding: 4

− !import_call
key: 'torchvision.transforms.RandomHorizontalFlip'
init:

kwargs:
p: 0.5

− !import_call
key: 'torchvision.transforms.ToTensor'
init:

− !import_call
key: 'torchvision.transforms.Normalize'
init:

kwargs:
mean: [0.49139968, 0.48215841, 0.44653091]
std: [0.24703223, 0.24348513, 0.26158784]

Figure 2: Example of two different ways to build a sequence of transforms in torchvision (transform) for CIFAR-10
dataset. The initial version (top, left) defines a function for torchvision build_transform in torchdistill and
gives the function a list of dict objects in the left PyYAML as transform_params_config. torchdistill in this
work (right) can build exactly the same transform by instantiating each of the transform classes step-by-step with
!import_call, one of our pre-defined PyYAML constructors in the upgraded torchdistill.

torchdistill’s dependency on torchvision and gener-
alize its modules for supporting more tasks.

The initial version of torchdistill is designed to
support image classification and object detection
tasks based on torchvision, and torchvision models
for the tasks such as ResNet (He et al., 2016) and
Faster R-CNN (Ren et al., 2015) require an image
(tensor) and an annotation as part of the model in-

puts during training. However, this interface does
not generalize well to support other tasks. Tak-
ing a text classification task as an example, Trans-
former (Vaswani et al., 2017) models in Hugging
Face Transformers (Wolf et al., 2020) have much
more input data fields such as (not limited to) token
IDs, attention mask, token type IDs, position IDs,
and labels for BERT (Devlin et al., 2019), and dif-
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ferent models have different input data fields e.g.,
BART (Lewis et al., 2020) has additional input data
fields such as token IDs for its decoder.

In order to support diverse models and tasks, we
generalize interfaces of model input/output and the
subsequent processes in torchdistill such as com-
puting training losses. For demonstrating that the
upgraded torchdistill can support more tasks, we
provide starter scripts based on the upgraded frame-
work for GLUE (Wang et al., 2019) and seman-
tic segmentation tasks. For the GLUE tasks, we
harmonize popular Python libraries with torchdis-
till in the script such as Hugging Face Transform-
ers (Wolf et al., 2020), Datasets (Lhoest et al.,
2021), and Evaluate (Von Werra et al., 2022) for
model, dataset, and evaluation modules. We also
leverage Accelerate (Gugger et al., 2022) for ef-
ficient training and inference. In Section 4.1, we
demonstrate GLUE experiments with torchdistill
and the third-party libraries.

3.3 Reimplemented Models and Methods

We find in recent knowledge distillation stud-
ies (Tian et al., 2019; Xu et al., 2020; Chen et al.,
2021) that there is still a demand of small models
for relatively simple datasets such as ResNet (He
et al., 2016)9, WRN (Zagoruyko and Komodakis,
2016)10, and DenseNet (Huang et al., 2017)11

for image classification tasks with CIFAR-10 and
CIFAR-100 datasets (Krizhevsky, 2009) since the
official repositories are no longer maintained and/or
not implemented with PyTorch.

For helping the community conduct better bench-
marking, we reimplement the models for CIFAR-
10 and CIFAR-100 datasets as part of torchdistill
and attempt to reproduce the reported results fol-
lowing the original training recipes (See Section 4).
With the upgraded torchdistill, we also reimple-
ment and test a few more knowledge distillation
methods (He et al., 2019; Chen et al., 2021).

4 Google Colab Demos

In this section, we demonstrate that the upgraded
torchdistill can collaborate with third-party li-
braries for supporting more tasks. We also attempt
to reproduce the CIFAR-10 and CIFAR-100 results

9https://github.com/facebookarchive/fb.resnet.
torch

10https://github.com/szagoruyko/
wide-residual-networks

11https://github.com/liuzhuang13/DenseNet

reported in the original papers. To lower the bar-
rier to reusing and building on the scripts with
torchdistill, we conduct all the experiments on
Google Colaboratory7, which gives users access
to GPUs free of charge. We publish the Jupyter
Notebook12 files to run the experiments as part
of torchdistill repository1 so that researchers can
easily use them.

4.1 GLUE Tasks
The GLUE benchmark (Wang et al., 2019) uses
nine datasets in three different task categories.
The benchmark consists of 1) two single-sentence
tasks: CoLA (Warstadt et al., 2019) and SST-
2 (Socher et al., 2013), 2) three similarity and
paraphrase tasks: MRPC (Dolan and Brockett,
2005), QQP13, and STS-B (Cer et al., 2017), and
3) four inference tasks: MNLI (Williams et al.,
2018), QNLI (Rajpurkar et al., 2016; Wang et al.,
2019), RTE (Dagan et al., 2005; Haim et al., 2006;
Giampiccolo et al., 2007; Bentivogli et al.), and
WNLI (Levesque et al., 2012).

We attempt to reproduce GLUE test results re-
ported in a popular study, BERT (Devlin et al.,
2019), using the upgraded torchdistill harmonizing
with Hugging Face libraries (transformers, datasets,
evaluate, and accelerate) (Wolf et al., 2020; Lhoest
et al., 2021; Von Werra et al., 2022; Gugger et al.,
2022). Following the experiments, we also conduct
knowledge distillation experiments that fine-tune
pretrained BERT-Base models for GLUE tasks, us-
ing the fine-tuned BERT-Large models as teachers
for the knowledge distillation method of Hinton
et al. (2014) minimizing

L = α ·LCE(ŷ,y)+(1−α) ·τ2 ·LKL (p,q) , (1)

where LCE is a standard cross entropy. ŷ indi-
cates the student model’s estimated class probabil-
ities, and y is the annotated category. LKL is the
Kullback-Leibler divergence, and α and τ are a
balancing factor and a temperature, respectively. p
and q represent the softened output distributions
from teacher and student models, respectively. p is
used as a target distribution for LKL. Specifically,
p = [p1, p2, . . . , p|C|] where C is a set of categories
in the target task. pi indicates the student model’s
softened output value (scalar) for the i-th category:

pi =
exp

(
vi
τ

)
∑

k∈C exp
(
vk
τ

) , (2)

12https://jupyter.org/
13https://quoradata.quora.com/

First-Quora-Dataset-Release-Question-Pairs
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Model (Method, Reference) MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE WNLI
Acc./Acc. F1 Acc. Acc. M Corr. P-S Corr. F1 Acc. Acc.

BERT-Large (FT, Devlin et al. (2019)) 86.7/85.9 72.1 92.7 94.9 60.5 86.5 89.3 70.1 N/A
BERT-Large (FT, Ours) 86.4/85.7 72.2 92.4 94.6 61.5 85.0 89.2 68.9 65.1

BERT-Base (FT, Devlin et al. (2019)) 84.6/83.4 71.2 90.5 93.5 52.1 85.8 88.9 66.4 N/A
BERT-Base (FT, Ours) 84.2/83.3 71.4 91.0 94.1 51.1 84.4 86.8 66.7 65.8
BERT-Base (KD, Ours) 85.9/84.7 72.8 90.7 93.7 57.0 85.6 87.5 66.7 65.1

Table 1: GLUE test results. Our results are hyperlinked to our Hugging Face Model repositories. FT: Fine-Tuning,
KD: Knowledge Distillation using BERT-Large (FT, ours) as teacher.

where τ is one of the hyperparameters defined in
Eq. (1). vi denotes a logit value for the i-th cat-
egory. The same rules are applied to q for the
student model.

For reproducing the GLUE test results in (De-
vlin et al., 2019), we use pretrained BERT-Base14

and BERT-Large15 models in Hugging Face Trans-
formers (Wolf et al., 2020). Following (Devlin
et al., 2019) we minimize a standard cross-entropy
and the Adam optimizer (Kingma and Ba, 2015)
with slightly extended hyperparameter choices:
batch size of either 16 or 32 and 2-5 epochs
for fine-tuning and select a learning rate among
{2.0×10−5, 3.0×10−5, 4.0×10−5, 5.0×10−5} on
the dev set for each of the tasks. For knowledge dis-
tillation, we also choose learning rate from {1.0×
10−5, 2.0 × 10−5, 3.0 × 10−5, 4.0 × 10−5, 5.0 ×
10−5}, temperature τ ∈ {1, 3, 5, 7, 9, 11}, and
a balancing weight α ∈ {0.1, 0.3, 0.5, 0.7, 0.9}
based on the dev sets. Note that since STS-B is
not a classification task, we use the sum of 1) a
mean squared error between the annotation and the
student model’s output and 2) a mean squared error
between outputs of the teacher and student models
instead of Eq. (1) for the dataset.

Table 1 shows the GLUE test results reported
by Devlin et al. (2019) and those obtained from
GLUE Benchmark16 for our three configura-
tions: fine-tuning pretrained BERT-Base (FT, Ours)
and pretrained BERT-Large (FT, Ours) models
and knowledge distillation to fine-tune pretrained
BERT-Base (KD, Ours) as a student, using the fine-
tuned BERT-Large as the teacher. Note that Devlin
et al. (2019) do not report the results for the WNLI
test dataset.

Overall, our fine-tuned BERT-Base and BERT-
Large models achieved GLUE test results com-
parable to the official test results reported by De-

14https://huggingface.co/bert-base-uncased
15https://huggingface.co/bert-large-uncased
16https://gluebenchmark.com/

vlin et al. (2019). The knowledge distillation
method (Hinton et al., 2014) helped BERT-Base
models improve the performance for most of the
tasks, compared to those fine-tuned without the
teacher models. All the trained model weights and
training logs are published at Hugging Face2, and
the training configurations are published as part of
the torchdistill GitHub repository.1

The fine-tuned BERT models we published are
widely used in the research communities and have
already been downloaded about 138,000 times in
total at the time of writing. For instance, some
of the models are used for benchmarks, ensem-
bling, model quantization, token pruning (Matena
and Raffel, 2022; Church et al., 2022; Guo et al.,
2022; Lee et al., 2022), DeepSpeed Tutorials17,
Intel® Neural Compressor Examples18, and ACL
2022 Tutorial.19

4.2 CIFAR-10 and CIFAR-100

We also attempt to reproduce the CIFAR-10 and
CIFAR-100 results reported in (He et al., 2016;
Zagoruyko and Komodakis, 2016; Huang et al.,
2017) using the upgraded torchdistill with the reim-
plemented ResNet, WRN, and DenseNet models.
We follow the original papers and reuse the hy-
perparameter choices and training recipes such as
data augmentations. Note that we do not con-
fider models that can not fit to the GPU mem-
ory which Google Colab can offer e.g., ResNet-
1202 (He et al., 2016) for CIFAR-10 and DenseNet-
BC(k = 24 and k = 40) (Huang et al., 2017) for
CIFAR-10 and CIFAR-100.

Tables 2 and 3 compare the results reported in
the original papers (He et al., 2016; Zagoruyko
and Komodakis, 2016; Huang et al., 2017) with

17https://www.deepspeed.ai/tutorials/
model-compression/

18https://github.com/intel/neural-compressor/
tree/master/examples

19https://github.com/kwchurch/ACL2022_
deepnets_tutorial

158

https://huggingface.co/yoshitomo-matsubara/bert-large-uncased-mnli
https://huggingface.co/yoshitomo-matsubara/bert-large-uncased-qqp
https://huggingface.co/yoshitomo-matsubara/bert-large-uncased-qnli
https://huggingface.co/yoshitomo-matsubara/bert-large-uncased-sst2
https://huggingface.co/yoshitomo-matsubara/bert-large-uncased-cola
https://huggingface.co/yoshitomo-matsubara/bert-large-uncased-stsb
https://huggingface.co/yoshitomo-matsubara/bert-large-uncased-mrpc
https://huggingface.co/yoshitomo-matsubara/bert-large-uncased-rte
https://huggingface.co/yoshitomo-matsubara/bert-large-uncased-wnli
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-mnli
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-qqp
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-qnli
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-sst2
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-cola
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-stsb
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-mrpc
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-rte
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-wnli
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-mnli_from_bert-large-uncased-mnli
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-qqp_from_bert-large-uncased-qqp
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-qnli_from_bert-large-uncased-qnli
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-sst2_from_bert-large-uncased-sst2
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-cola_from_bert-large-uncased-cola
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-stsb_from_bert-large-uncased-stsb
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-mrpc_from_bert-large-uncased-mrpc
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-rte_from_bert-large-uncased-rte
https://huggingface.co/yoshitomo-matsubara/bert-base-uncased-wnli_from_bert-large-uncased-wnli
https://huggingface.co/bert-base-uncased
https://huggingface.co/bert-large-uncased
https://gluebenchmark.com/
https://www.deepspeed.ai/tutorials/model-compression/
https://www.deepspeed.ai/tutorials/model-compression/
https://github.com/intel/neural-compressor/tree/master/examples
https://github.com/intel/neural-compressor/tree/master/examples
https://github.com/kwchurch/ACL2022_deepnets_tutorial
https://github.com/kwchurch/ACL2022_deepnets_tutorial


CIFAR-10 Model Test Accuracy
Original torchdistill

ResNet-20 91.25 91.92
ResNet-32 92.49 93.03
ResNet-44 92.83 93.20
ResNet-56 93.03 93.57
ResNet-110 93.57 93.50
WRN-40-4 95.47 95.24
WRN-28-10 96.00 95.53
WRN-16-8 95.73 94.76
DenseNet-BC (k=12, depth=100) 95.49 95.53

Table 2: CIFAR-10 results for ResNet (He et al.,
2016), WRN (Zagoruyko and Komodakis, 2016), and
DenseNet (Huang et al., 2017).

CIFAR-100 Model Test Accuracy
Original torchdistill

WRN-40-4 79.82 79.44
WRN-28-10 80.75 81.27
WRN-16-8 79.57 79.26
DenseNet-BC (k=12, depth=100) 77.73 77.14

Table 3: CIFAR-100 results for WRN (Zagoruyko and
Komodakis, 2016) and DenseNet (Huang et al., 2017).

those we reproduced for CIFAR-10 and CIFAR-
100 test datasets, respectively. We can confirm that
for most of the reimplemented models, our results
are comparable to those reported in the original
papers. Those model weights and training con-
figuration files are publicly available, and users
can automatically download the weights via the
upgraded torchdistill PyPI package.

5 ILSVRC 2012

As highlighted in Section 3, torchdistill was ini-
tially focused on supporting implementations of
diverse knowledge distillation in a unified way and
dependent on torchvision to specifically support im-
age classification and object detection tasks with its
relevant modules (see Fig. 1). To demonstrate that
the upgraded torchdistill still preserves the feature,
we reimplement a few more knowledge distillation
methods with the upgraded torchdistill: knowledge
review (KR) framework (Chen et al., 2021) and
knowledge translation and adaptation with affin-
ity distillation (KTAAD) (He et al., 2019). Note
that Matsubara (2021) present the results of vari-
ous knowledge distillation methods reimplemented
with the initial version of torchdistill for ILSVRC
2012 and COCO 2017 (Lin et al., 2014) datasets.
Those results are not included in this work, and we
refer interested readers to (Matsubara, 2021).

T: ResNet-34 S: ResNet-18
CE CE KR (Original) KR (Ours)

73.31 69.75 71.61 71.64

Table 4: ILSVRC 2012 top-1 accuracy of ResNet-18
(student) trained by KR (Chen et al., 2021) with pre-
trained ResNet-34 (teacher). CE: torchvision models
pretrained with cross-entropy.

Chen et al. (2021) demonstrate that the KR
method can outperform other knowledge distilla-
tion using ResNet-34 and ResNet-18 (He et al.,
2016), a popular pair of teacher and student models
for the ImageNet (ILSVRC 2012) dataset (Rus-
sakovsky et al., 2015). Using the reimplemented
KR method based on the upgraded torchdistill with
hyperparameters in (Chen et al., 2021), we success-
fully reproduce their reported result of ResNet-18
for the ImageNet dataset as shown in Table 4. The
trained model weights and configuration are pub-
lished as part of the torchdistill repository.1

6 PASCAL VOC 2012 & COCO 2017

The initial torchdistill (Matsubara, 2021) supports
image classification and object detection tasks. As
mentioned in Section 3.2, we also provide a starter
script for semantic segmentation tasks. Using two
popular datasets, PASCAL VOC 2012 (Evering-
ham et al., 2012) and COCO 2017 (Lin et al., 2014),
we demonstrate that the upgraded torchdistill sup-
ports semantic segmentation tasks as well.

In the experiments with PASCAL VOC 2012
dataset, we use DeepLabv3 (Chen et al., 2017)
with ResNet-50 and ResNet-101 backbones (He
et al., 2016), using torchvision’s pretrained model
weights for COCO 2017 dataset. We choose
hyperparameters such as learning rate policy
and crop size based on the original study of
DeepLabv3 (Chen et al., 2017). Our results are
shown in Table 5, and DeepLabv3 with ResNet-
101 achieved comparable mIoU (mean Intersection
over Union) to the best DeepLabv3 model for PAS-
CAL VOC 2012 dataset (val set) in the original
study (mIoU: 82.70). Following torchvision docu-
mentation20, we measure global pixelwise accuracy
as well. In terms of both the metrics, DeepLabv3
with ResNet-101 outperforms DeepLabv3 with
ResNet-50.

20https://pytorch.org/
vision/stable/models.html#
table-of-all-available-semantic-segmentation-weights
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Model mean IoU Pixelwise Acc.

DeepLabv3 w/ ResNet-50 80.6 95.7
DeepLabv3 w/ ResNet-101 82.4 96.2

Table 5: PASCAL VOC 2012 (Segmentation, val set)
validation results for DeepLabv3 with ResNet back-
bones (Chen et al., 2017) initialized with torchvision
pretrained model weights for COCO 2017 dataset.

Method mean IoU Pixelwise Acc.

CE (torchvision) 57.9 91.2
KTAAD (Ours) 58.2 92.1

Table 6: COCO 2017 (Segmentation, val set) results for
LRASPP with MobileNetV3-Large backbone (Howard
et al., 2019).

We also examine our reimplemented KTAAD
method (He et al., 2019) for the Lite R-ASPP
model (LRASPP in torchvision) (Howard et al.,
2019) as a student model, using the COCO 2017
dataset and the pretrained DeepLabv3 with ResNet-
50 in torchvision as a teacher model, whose mIoU
and global pixelwise accuracy are 66.4 and 92.4,
respectively. Since the KTAAD method is not
tested on COCO 2017 dataset for LRASPP with
MobileNetV3-Large backbone in the original paper
of KTAAD (He et al., 2019), our hyperparameter
choice is based on torchvision’s reference script.21

Table 6 presents the semantic segmentation re-
sults of LRASPP with MobileNetV3-Large back-
bone trained without the teacher model and by the
KTAAD method we reimplemented. We confirm
that the student model trained by KTAAD outper-
forms the same model trained on COCO 2017 avail-
able in torchvision in terms of mean IoU and global
pixelwise accuracy.

As with other experiments, the trained model
weights and configuration used in this section are
published as part of the torchdistill repository.1

7 Conclusion

In this work, we significantly upgraded torchdis-
till (Matsubara, 2021), a modular, configuration-
driven framework built on PyTorch (Paszke et al.,
2019) for reproducible deep learning and knowl-
edge distillation studies. We enhanced PyYAML-
based instantiation, generalized internal modules
for supporting more tasks, and reimplemented pop-
ular models and methods.

21https://github.com/pytorch/vision/tree/main/
references/segmentation

To demonstrate that the upgraded framework
can support more tasks as we claim, we provided
starter scripts for new tasks based on the upgraded
framework. One of the new starter scripts sup-
ports GLUE tasks (Wang et al., 2019) and har-
monizes with Hugging Face Transformers (Wolf
et al., 2020), Datasets (Lhoest et al., 2021), Acceler-
ate (Gugger et al., 2022), and Evaluate (Von Werra
et al., 2022). Using the script on Google Colab-
oratory, we reproduced the GLUE test results of
fine-tuned BERT models (Devlin et al., 2019) and
performed knowledge distillation experiments with
our fine-tuned BERT-Large models as teacher mod-
els. Similarly, we reproduced CIFAR-10 and -100
results of popular small-sized models we reimple-
mented, using Google Colaboratory. Furthermore,
we reproduced the result of ResNet-18 trained
with the reimplemented KR method (Chen et al.,
2021) for the ImageNet dataset. We also demon-
strated a new starter script for semantic segmenta-
tion tasks using PASCAL VOC 2012 and COCO
2017 datasets, and the reimplemented KTAAD
method (He et al., 2019) improves a pretrained
semantic segmentation model in torchvision.

In this study, we also published 27 trained mod-
els for NLP tasks2 and 14 trained models for com-
puter vision tasks.1 According to Hugging Face
Model repositories, the BERT models fine-tuned
for the GLUE tasks have already been downloaded
about 138,000 times in total at the time of writ-
ing. Research communities leverage torchdistill
not only for knowledge distillation studies (Liu
et al., 2021; Li et al., 2022a; Lin et al., 2022;
Dong et al., 2022; Miles and Mikolajczyk, 2023),
but also for machine learning reproducibility chal-
lenge (MLRC) (Lee and Lee, 2023) and repro-
ducible deep learning studies (Matsubara et al.,
2022a,c; Furutanpey et al., 2023b,a; Matsubara
et al., 2023). torchdistill is publicly available as
a pip-installable PyPI package and will be main-
tained and upgraded for encouraging coding-free
reproducible deep learning and knowledge distilla-
tion studies.
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Abstract

Captum is a comprehensive library for model
explainability in PyTorch, offering a range of
methods from the interpretability literature to
enhance users’ understanding of PyTorch mod-
els. In this paper, we introduce new features
in Captum1 that are specifically designed to
analyze the behavior of generative language
models. We provide an overview of the avail-
able functionalities and example applications
of their potential for understanding learned as-
sociations within generative language models.

1 Introduction

Model interpretability and explainability have be-
come significantly more important as machine
learning models are used in critical domains such
as healthcare and law. It is insufficient to simply
make a prediction through a black-box model and
important to better understand why the model made
a particular decision.

Interest in Large Language Models (LLMs) has
also grown exponentially in the past few years with
the release of increasingly large and more powerful
models such as GPT-4 (OpenAI, 2023). A lack of
explainability continues to exist despite larger mod-
els, and with the use of these models expanding
to more and more use-cases, it is increasingly im-
portant to have access to tooling providing model
explanations.

Captum is an open-source model explainability
library for PyTorch providing a variety of generic
interpretability methods proposed in recent litera-
ture such as Integrated Gradients, LIME, DeepLift,
TracIn, TCAV and more (Kokhlikyan et al., 2020).

In this work, we discuss newly open-sourced
functionalities in Captum v0.7 to easily apply ex-
plainability methods to large generative language
models, such as GPT-3.

*Denotes equal contribution
1https://captum.ai

2 Attribution Methods

One important class of explainability methods is
attribution or feature importance methods, which
output a score corresponding to each input feature’s
contribution or impact to a model’s final output.

Formally, given a function f : Rd → R, where
f ∈ F and X ∈ Rd is a single input vector con-
sisting of d dimensions or features, an attribution
method is defined as a function ϕ : F× Rd → Rd.
Each element in the attribution output corresponds
to a score of the contribution of corresponding fea-
ture i ∈ D, where D denotes the set of all feature
indices D = {1, 2, ..., d}.

Many attribution methods also require a baseline
or reference input B ∈ Rd defining a comparison
input point to measure feature importance with
respect to.

We utilize the notation XS to denote selecting
the feature values with indices from the set S ⊆ D
and the remaining indices from B. Formally, the
value of feature i in XS is (XS)i = Ii∈SXi +
Ii/∈SBi, where I is the indicator function.

In this section, we provide background con-
text on attribution methods available in Captum.
These methods can be categorized broadly into
(i) perturbation-based methods, which utilize re-
peated evaluations of a black-box model on per-
turbed inputs to estimate attribution scores, and
(ii) gradient-based methods, which utilize back-
propagated gradient information to estimate attri-
bution scores. Perturbation-based methods do not
require access to model weights, while gradient-
based models do.

2.1 Perturbation-Based Methods

2.1.1 Feature Ablation
The most straightforward attribution is feature ab-
lation, where each feature is substituted with the
corresponding element of the baseline feature vec-
tor to estimate the corresponding importance.
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Formally, this method is defined as

ϕi(f,X) = f(X)− f(XD\{i}) (1)

Feature Ablation has clear advantages as a sim-
ple and straightforward method, but the resulting
attributions may not fully capture the impacts of
feature interactions since features are ablated indi-
vidually.

2.1.2 Shapley Value Sampling
Shapley Values originated from cooperative game
theory as an approach to distribute payouts fairly
among players in a cooperative game. Analogously,
in the attribution setting, Shapley Values assign
scores to input features, with payouts correspond-
ing to a feature’s contribution to the model output.
Shapley Values satisfy a variety of theoretical prop-
erties including efficiency, symmetry and linearity.
Formally, this method is defined as

ϕi(f,X) =
∑

S⊆D\{i}

[ |S|!(|D| − |S| − 1)!

|D|!

f(XS∪{i})− f(XS)
]

(2)

While computing this quantity exactly requires
an exponential number of evaluations in the num-
ber of features, we can estimate this quantity using
a sampling approach (Castro et al., 2009). The
approach involves selecting a permutation of the
d features and adding the features one-by-one to
the original baseline. The output change as a result
of adding each feature accounts for its contribu-
tion, and averaging this over sampled perturbations
results in an unbiased estimate of Shapley Values.

2.1.3 LIME
LIME or Locally Interpretable Model Explanations
proposes a generic approach to sample points in
the neighborhood of the input point X and train an
interpretable model (such as a linear model) based
on the results of the local evaluations (Ribeiro et al.,
2016).

This method proposes reparametrizing the in-
put space to construct interpretable features such
as super-pixels in images and then evaluating the
original model on a variety of perturbations of the
interpretable features. The method can be utilized
with any perturbation sampling and weighting ap-
proaches and interpretable model / regularization
parameters. The interpretable model can then be
used as an explanation of the model’s behavior in

the local region surrounding the target input point.
For a linear model, the coefficients of this model
can be considered as attribution scores for the cor-
responding feature.

2.1.4 Kernel SHAP
Kernel SHAP is a special case of the LIME
framework, which sets the sampling approach, in-
tepretable model, and regularization in a specific
way such that the results theoretically approximate
Shapley Values (Lundberg and Lee, 2017).

2.2 Gradient Based Methods
2.2.1 Saliency
Saliency is a simple gradient-based approach, uti-
lizing the model’s gradient at the input point as the
corresponding feature attribution (Simonyan et al.,
2013). This method can be understood as taking a
first order approximation of the function, in which
the gradients would serve as the coefficients of each
feature in the model.

ϕi(f,X) = f ′(X) (3)

2.2.2 Integrated Gradients
Integrated Gradients estimates attribution by com-
puting the path integral of model gradients between
the baseline point and input point (Sundararajan
et al., 2017). This approach has been shown to sat-
isfy desirable theoretical properties including sen-
sitivity and implementation invariance. Formally,
the method can be defined as

ϕi(f,X) = (Xi −Bi)

×
∫ 1

α=0

f ′(B + (X −B)α)

∂xi
dα

(4)

2.2.3 Other Gradient-Based Methods
Other popular gradient-based attribution methods
include DeepLift and Layerwise Relevance Pro-
pogation (LRP) (Shrikumar et al., 2017; Bach et al.,
2015). These methods both require a backward
pass of the model on the original inputs but cus-
tomize the backward propagation of specific func-
tions, instead of using their default gradient func-
tions.

3 Language Model Attribution

In Captum v0.7, we propose new functionalities
to apply the attribution methods within Captum to
analyze the behaviors of LLMs. Users can choose
any interested tokens or segments from the input
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OUTPUT 1:  attribution for most likely   
                  decoded sequence 

David lives in Palm Coast, FL and …

playing  golf,  hiking, and cooking.
  -.204          1.081    -0.8918  -0.0498   -.2699
 Feature Importance Scores Relative to Selected Input

OUTPUT 2:  attribution for user provided 
                  target string
David lives in Palm Coast, FL and ..

Open sourcing explainable tech..
  .7051        -2.341             -.1851              -.2834                                   
 Feature Importance Scores Relative to Selected Input

Case 2
Prompt:  David lives in Palm 
Coast, FL and is a lawyer.  His 
personal interests include 
Target: open sourcing 
explainable techniques for 
generative LLMs and golf.

Case 1
Prompt:  David lives in Palm 
Coast, FL and is a lawyer.  His 
personal interests include 
Target: None

LLM + 
CAPTUM 
ATTRIBUTION 
METHOD

LLM + 
CAPTUM 
ATTRIBUTION 
METHOD

Figure 1: Example of applying Captum attribution methods to analyze the input prompt’s effect on the output of
LLMs, showing two types of target strings accepted by Captum attribution API and token level attribution outputs
for both with respect to the input "Palm Coast". In Case 1, no Target string is provided, so attributions are provided
for the most likely decoded sequence. In Case 2, attributions are provided for the chosen target output.

prompt as features, e.g., "Palm Coast" in the exam-
ple shown in Figure 1, and use attribution methods
to quantify their impacts to the generation targets,
which can be either a specified output sequence or
a likely generation from the model.

3.1 Perturbation-Based Methods

We introduce simple APIs to experiment with
perturbation-based attribution methods including
Feature Ablation, Lime, Kernel SHAP and Shapley
Value Sampling.

We prioritize ease-of-use and flexibility, allow-
ing users to customize the chosen features for attri-
bution, mask features into groups as necessary, and
define appropriate baselines to ensure perturbed
inputs remain within the natural data distribution.

In Figure 2, we demonstrate an example usage
of the LLMAttribution API for the simple prompt
"Dave lives in Palm Coast, FL and is a lawyer. His
personal interests include". Providing this input
prompt to a language model to generate the most
likely subsequent tokens, we can apply Captum
to understand the impact of different parts of the
prompt string on the model generation. Figure 3
presents a more customized usage where we use
the same function to understand a specific output
we are interested in ("playing golf, hiking, and
cooking.").

3.1.1 Defining Features
Users are able to define and customize ’features’
for attribution in the prompt text. The simplest ap-
proach would be defining the features as individual

tokens.
Unfortunately, in many cases, it doesn’t make

sense to perturb individual tokens, since this may
no longer form a valid sentence in the natural distri-
bution of potential input sequences. For example,
perturbing the token "Palm" in the above sentence
would result in a city name that is not in the natu-
ral distribution of potential cities in Florida, which
may lead to unexpected impacts on the perturbed
model output. Moreover, tokenizers used in mod-
ern LLMs may further break a single word in many
cases. For example, the tokenizer can break the
word "spending" into "_sp" and "ending".

The API provides flexibility to define units of
attribution as custom interpretable features which
could be individual words, tokens, phrases, or even
full sentences. For example, in Figure 2, we select
the relevant features to be the name, city, state,
occupation, and pronoun in the sentence prompt
and desire to determine the relative contribution of
these contextual features on the model’s predicted
sentence completion.

Users can define the units for attribution as a list
or dictionary of features and provide a format string
or function to define a mapping from the attribution
units to the full input prompt as shown in Figure 3.

3.1.2 Baselines
The baseline choice is particularly important for
computing attribution for text features, as it serves
as the reference value used when perturbing the
chosen feature. The perturbation-based feature API
allows defining custom baselines corresponding to
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from captum.attr import FeatureAblation , LLMAttribution , TextTemplateFeature

fa = FeatureAblation(model)
llm_attr = LLMAttribution(fa, tokenizer)

inp = TextTemplateFeature(
# the text template
"{} lives in {}, {} and is a {}. {} personal interests include",
# the values of the features
["Dave", "Palm Coast", "FL", "lawyer", "His"],
# the reference baseline values of the features
baselines=["Sarah", "Seattle", "WA", "doctor", "Her"],

)
llm_attr.attribute(inp)

Figure 2: Example of applying Captum with a list of features in a text template

inp = TextTemplateFeature(
"{name} lives in {city}, {state} and is a {occupation}. {pronoun} personal

interests include",
{"name":"Dave", "city": "Palm Coast", "state": "FL", "occupation":"lawyer", "

pronoun":"His"},
baselines={"name":"Sarah", "city": "Seattle", "state": "WA", "occupation":"doctor

", "pronoun":"Her"}
)
attr_result = llm_attr.attribute(inp , target="playing golf , hiking , and cooking.")
attr_result.plot_token_attr ()

Figure 3: Example of applying Captum with a dictionary of features in a text template and a specific target, and
visualize the token attribution

each input feature.
It is recommended to select a baseline which fits

the context of the original text and remains within
the natural data distribution. For example, replac-
ing the name of a city with another city ensures
the sentence remains naturally coherent, but allows
measuring the contribution of the particular city
selected.

In addition to a single baseline, the Captum API
also supports providing a distribution of baselines,
provided as either a list or function to sample a
replacement option. For example, in the example
above, the name "Dave" could be replaced with
a sample from the distribution of common first
names to measure any impact of the name "Dave"
in comparison to the chosen random distribution as
shown in Figure 6.

3.1.3 Masking Features
Similar to the underlying Captum attribution meth-
ods, we support feature masking, which enables
grouping features together to perturb as a single
unit and obtain a combined, single attribution score.
This functionality may be utilized for highly corre-
lated features in the text input, where it often makes
sense to ablate these features together, rather than

independently.
For example, in Figure 2, the feature pairs (city,

state) and (name, pronoun) are often highly corre-
lated, and thus it may make sense to group them
and consider them as a single feature.

3.1.4 Target Selection
For any attribution method, it is also necessary to
select the target function output for which attribu-
tion outputs are computed. Since language models
typically output a probability distribution over the
space of tokens for each subsequently generated to-
ken, there are numerous choices for the appropriate
target.

By default, when no target is provided, the target
function behavior is for the attribution method to
return attributions with respect to the most likely
decoded token sequence.

When a target string is provided, the target func-
tion is the log probability of the output sequence
from the language model, given the input prompt.
For a sequence with multiple tokens, this is numer-
ically computed through the sum of the log proba-
bilities of each token in the target string. Figure 1
shows these two input use cases and shows token
level attribution relative to an input subsequence
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for both.
We also support providing a custom function on

the output logit distribution, which allows attribu-
tion with respect to an alternate quantity such as
the entropy of the output token distribution.

3.2 Gradient-Based Methods
Captum 0.7 also provides a simple API to apply
gradient-based methods to LLMs. Applying these
methods to language models is typically more chal-
lenging than for models with dense feature inputs,
since embedding lookups in LLMs are typically
non-differentiable functions, and gradient-based
attributions need to be obtained with respect to
embedding outputs. Captum allows these attribu-
tions to be aggregated across embedding dimen-
sions to obtain per-token attribution scores. Figure
4 demonstrates an example of applying Integrated
Gradients on a sample input prompt.

3.3 Visualization
We also open source utilities for easily visualizing
the attribution outputs from language models. Fig-
ure 3 shows how to use the utilities to visualize the
attribution result, and Figure 5 demonstrates the
heatmap plotted with the prompt along the top, the
target string along the left side and feature impor-
tance scores in each cell.

(Feature) Value Golfing Hiking Cooking

(Name) Dave 0.4660 -0.2640 -0.4515
(City) Palm Coast 1.0810 -0.8762 -0.2699
(State) FL 0.6070 -0.3620 -0.3513
(Occupation) lawyer 0.7584 -0.1966 0.0331
(Pronoun) His 0.2217 -0.0650 -0.2577

Table 1: Associations between input and generated text
features

4 Applications

In this section, we discuss two applications of the
attribution methods described above in different
contexts. These applications provide additional
transparency as well as contribute to a better un-
derstanding of a model’s learned associations and
robustness.

4.1 Understanding Model Associations
This perturbation-based tooling can be particularly
useful for improved understanding of learned asso-
ciations in LLMs.

Consider the example prompt:

“David lives in Palm Coast, FL and is a lawyer.
His personal interests include ”

We can define features including gender, city,
state and occupation. Obtaining attributions on
these features against the subsequent target

“playing golf, hiking, and cooking. ”

allows us to better understand why the model pre-
dicted these personal interests and how each feature
correlates with each of these interests. The model
might be associating this activity as a common
hobby for residents in the specific city or as an ac-
tivity common to lawyers. Through this choice of
features, we can obtain a better understanding of
why the model predicted these particular hobbies
and how this associates with the context provided
in the prompt.

We apply Shapley Value Sampling to better un-
derstand how each of the features contributed to
the prediction. The corresponding code snippet
is shown in the Appendix in Figure 6. Table 1
presents the effects of each feature on the LLM’s
probability of outputting the corresponding inter-
est, with positive and negative values indicating
increases and decreases of the probability respec-
tively. We can therefore identify some interesting
and even potentially biased associations. For ex-
ample, the male name and pronoun, i.e., "Dave"
and "His", have positive attribution to "golfing" but
negative attribution to "cooking".

4.2 Evaluating Effectiveness of Few-Shot
Prompts

Significant prior literature has demonstrated the
ability of LLMs to serve as few-shot learners
(Brown et al., 2020). We utilize Captum’s attri-
bution functionality to better understand the impact
and contributions of few-shot examples to model
predictions. Table 2 demonstrates four example
few shot prompts and corresponding attribution
scores when predicting positive sentiment for "I
really liked the movie, it had a captivating plot!"
movie review.

Here we aim to understand the impact of each ex-
ample prompt on the Positive sentiment prediction.
The LLM is asked to predict positive or negative
sentiment using the following prompt:

“Decide if the following movie review enclosed
in quotes is Positive or Negative. Output only
either Positive or Negative:
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from captum.attr import LayerIntegratedGradients , TextTokenFeature

ig = LayerIntegratedGradients(model , "model.embed_tokens")
llm_attr = LLMGradientAttribution(ig, tokenizer)

inp = TextTokenFeature("Dave lives in Palm Coast , FL and is a lawyer. His personal
interests include", tokenizer)

llm_attr.attribute(inp)

Figure 4: Example of applying Captum with a gradient-based approach

Figure 5: Text Attribution Visualization Example

‘I really liked the movie, it had a captivating plot!’
”

We consider each of the provided example
prompts as features and we utilize zero-shot prompt
as a baseline in the attribution algorithm. The de-
tailed implementation can be found in Appendix in
Figure 7.

We obtain results as shown in Table 2 by ap-
plying Shapley Values. Surprisingly, the results
suggest that all the provided examples actually re-
duced confidence in the prediction of "Positive".

Example Shapley
Value

’The movie was ok, the actors weren’t
great’ -> Negative

-0.0413

’I loved it, it was an amazing story!’
-> Positive

-0.2751

’Total waste of time!!’ -> Negative -0.2085
’Won’t recommend’ -> Negative -0.0399

Table 2: Example prompts’ contribution to model re-
sponse "Positive."

5 Related Work

Numerous prior works have developed and inves-
tigated attribution methods with a variety of prop-
erties, but few efforts have been made to develop
open-source interpretability tools providing a vari-
ety of available methods, particularly for the text
domain. Captum was initially developed to fill
this gap and provide a centralized resource for re-
cent interpretability methods proposed in literature
(Kokhlikyan et al., 2020).

Ecco and inseq are two libraries that have pro-
vided attribution functionalities for text / language
models (Sarti et al., 2023; Alammar, 2021), and
both libraries are built on top of the attribution
methods available in Captum. These libraries pri-
marily focus on gradient-based attribution methods,
which provide token-level attribution based on gra-
dient information.

In contrast, our main contribution in this work
has been a focus on perturbation-based methods
and providing flexibility on aspects such as feature
definition, baseline choice and masking. We do not
necessarily expect that these attribution methods
provide a score for each token individually, which
is typically the case for gradient-based methods.
This shift in structure allows us to generalize to
a variety of cases and allows the users to define
features for attribution as it fits best.

Some prior work on attribution methods have
also demonstrated limitations and counterexamples
of these methods in explaining a model’s reliance
on input features, particularly with gradient-based
attribution methods (Adebayo et al., 2018).

Perturbation-based methods generally have an
advantage of being justifiable through the model’s
output on counterfactual perturbed inputs. But per-
turbing features by removing individual tokens or
replacing them with pad or other baseline tokens
may result in inputs outside of the natural data dis-
tribution, and thus, model outputs in this region
may not be accurate. The tools developed have
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been designed to make it easier for developers to
select features, baselines, and masks which can en-
sure perturbations remain within the natural data
distribution in order to obtain more reliable feature
attribution results.

Recent advances in data augmentation (Pluščec
and Šnajder, 2023) for natural language processing
have led to the development of a number of open-
source libraries (Wang et al., 2021; Papakipos and
Bitton, 2022; Zeng et al., 2021; Morris et al., 2020;
Ma, 2019; Dhole et al., 2022; Wu et al., 2021).
Among many functionalities, these libraries pro-
vide a rich set of text perturbations. Some libraries
have specific focus, e.g. perturbing demographic
references (Qian et al., 2022). An interesting di-
rection of future work will be the extension of our
present API to provide fully automated feature and
baseline selections, allowing users to simply pro-
vide an input string and automatically identify ap-
propriate text features and corresponding baselines
for attribution.

6 Conclusion

In this work, we introduce new features in the
open source library Captum that are specifically de-
signed to analyze the behavior of generative LLMs.
We provide an overview of the available functional-
ities and example applications of their potential in
understanding learned associations and evaluating
effectiveness of few-shot prompts within generative
LLMs. We demonstrate examples for using pertur-
bation and gradient-based attribution methods with
Captum which highlight the API’s flexibility on
aspects such as feature definition, baseline choice
and masking. This flexibility in structure allows
users to generalize to a variety of cases, simplifying
their ability to conduct explainability experiments
on generative LLMs.

In the future, we plan to expand our API for
additional automation in baseline and feature selec-
tion as well as incorporate other categories of inter-
pretability techniques for language models. Run-
time performance optimization of attribution algo-
rithms is another area of research that could be
beneficial for the OSS community.
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from captum.attr import ShapleyValueSampling , LLMAttribution , TextTemplateFeature ,
ProductBaselines

svs = ShapleyValueSampling(model)
baselines = ProductBaselines(

{
("name", "pronoun"): [("Sarah", "Her"), ("John", "His")],
"city": ["Seattle", "Boston"],
"state": ["WA", "MA"],
"occupation": ["doctor", "engineer", "teacher", "technician", "plumber"],

}
)

llm_attr = LLMAttribution(svs , tokenizer)

inp = TextTemplateFeature(
"{name} lives in {city}, {state} and is a {occupation}. {pronoun} personal

interests include",
{"name":"Dave", "city": "Palm Coast", "state": "FL", "occupation":"lawyer", "

pronoun":"His"},
baselines=baselines ,

)

attr_result = llm_attr.attribute(inp , target="playing golf , hiking , and cooking.")

Figure 6: Applying Captum for the model associations example

from captum.attr import ShapleyValues , LLMAttribution , TextTemplateFeature

sv = ShapleyValues(model)
llm_attr = LLMAttribution(sv, tokenizer)

def prompt_fn(*examples):
main_prompt = "Decide if the following movie review enclosed in quotes is

Positive or Negative :\n'I really liked
the Avengers , it had a captivating

plot!'\nReply only Positive or
Negative."

subset = [elem for elem in examples if elem]
if not subset:

prompt = main_prompt
else:

prefix = "Here are some examples of movie reviews and classification of
whether they were Positive or
Negative :\n"

prompt = prefix + "\n".join(subset) + "\n" + main_prompt
return "[INST] " + prompt + "[/INST]"

input_examples = [
"'The movie was ok, the actors weren't great' -> Negative",
"'I loved it, it was an amazing story!' -> Positive",
"'Total waste of time!!' -> Negative",
"'Won't recommend ' -> Negative",

]
inp = TextTemplateFeature(prompt_fn , input_examples)

attr_result = llm_attr.attribute(inp)

Figure 7: Applying Captum for the few-shot prompt example
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Abstract

We present nerblackbox, a python library to
facilitate the use of state-of-the-art transformer-
based models for named entity recognition. It
provides simple-to-use yet powerful methods
to access data and models from a wide range of
sources, for fully automated model training and
evaluation as well as versatile model inference.
While many technical challenges are solved
and hidden from the user by default, nerblack-
box also offers fine-grained control and a rich
set of customizable features. It is thus targeted
both at application-oriented developers as well
as machine learning experts and researchers.

1 Introduction

Named Entity Recognition (NER) is an important
natural language processing task with a multitude
of applications (Lorica and Nathan, 2021). While
generative AI is currently ubiquitous in the scien-
tific literature and public debate, it has not (yet)
replaced discriminative AI for information extrac-
tion tasks like NER. Fine-tuned, transformer-based
encoder models are both SOTA in research1 and
commonly used by developers to solve real-world
problems, see e.g. (Raza et al., 2022; Stollenwerk
et al., 2022). Popular open source frameworks, like
the ones provided by HuggingFace (Wolf et al.,
2020; Lhoest et al., 2021; Von Werra et al., 2022),
greatly facilitate the use of such models. They
cover the whole workflow consisting of dataset in-
tegration, model training, evaluation and inference,
see Fig. 1.

Figure 1: Essential stages in the life cycle of a machine
learning model.

1http://nlpprogress.com/english/named_entity_
recognition.html

However, they do require a certain degree of
expertise and often some significant, use-case spe-
cific effort. Some of the (general and NER-specific)
challenges are:

(i) There exist various sources for datasets. Re-
garding public datasets, HuggingFace and GitHub
repositories are important sources. Private datasets
may be stored on local filesystems or be created
using annotation tools. Additional complexity is
introduced by the circumstance that datasets often
come in different formats. This may be true even
for datasets from the same source. These issues typ-
ically require customized data preprocessing code
for every new use case.

(ii) Data for NER is processed on three differ-
ent levels: tokens, words and entities. Different
parts of the workflow may operate on different
levels, as shown in Tab. 1. Datasets may be pre-

stage token word entity
dataset ✕ ✕
training ✕ ✕
evaluation ✕
inference ✕ ✕

Table 1: Overview of the data levels that the different
parts of a NER model workflow can operate on.

tokenized (word level) or not (entity level). At
training time, labels for tokens that are not the first
token of a word may be ignored (word level) or
included (token level) in the computation of the
loss. Model evaluation takes place primarily on
the entity level (although it is labels on the token
or word level that are employed for the computa-
tion). Finally, while model predictions are often
made on the entity level, some use cases may re-
quire predictions on the word level, for instance if
the associated probabilities are to be used for ac-
tive learning. Handling these technical intricacies
requires expert knowledge.
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(iii) There exists a multitude of NER-specific an-
notation schemes and variants and it is important
to be aware of the differences. For instance, during
data preprocessing, existing word or entity labels
need to be mapped to token labels, which is an an-
notation scheme dependent process. At evaluation
time, there are different ways to cope with predic-
tions that do not obey the rules of the given annota-
tion scheme (we will get back to this in Sec. 4.6).

(iv) Training hyperparameters which lead to
reasonable performance may depend on the
employed model and dataset. For instance, while a
small dataset often requires more training epochs,
larger datasets can usually be trained for fewer
epochs.

The aim of nerblackbox is to provide a high-level
framework which makes the usage of SOTA NER
models as simple as possible. As we will see in de-
tail in Sec. 3, it offers easy access to datasets from
various sources, automated training and evaluation
as well as simple but versatile model inference. It
does so by hiding all technical complications from
the user2 and is targeted at developers as well as
people who are not necessarily experts in machine
learning or NLP. However, nerblackbox also al-
lows fine-grained control over all sorts of low-level
parameters and provides many advanced features,
some of which we will cover in Sec. 4. This might
make the library appealing also for researchers and
experts.

2 Related Work

The most commonly used framework for
transformer-based NLP is arguably the Hugging-
Face ecosystem, in particular the open source
libraries transformers (Wolf et al., 2020), datasets
(Lhoest et al., 2021) and evaluate (Von Werra
et al., 2022). Another popular alternative is spacy
(Honnibal et al., 2020).

High-level libraries that are build on top of trans-
formers exist in the form of Simple Transformers
(Rajapakse, 2019) and T-NER (Ushio and Camacho-
Collados, 2021). Simple Transformers is a high-
level library that covers a broad range of NLP tasks
with basic support for NER. T-NER is specific to

2This is where the name nerblackbox stems from: The
framework does not require any knowledge about internal
processes and can be used as a black box by only specify-
ing inputs (pretrained model, dataset) and using the outputs
(fine-tuned model). Note that there is no direct relation to
explainability.

NER with an emphasis on cross-domain and cross-
lingual model evaluation. Of all the mentioned
libraries, it is arguably the most similar to nerblack-
box. However, as will be discussed in the following
sections, nerblackbox offers many unique and pow-
erful features that—to the best of our knowledge—
make it distinct from any existing frameworks.

3 Basic Usage

nerblackbox provides a simple API to automate
each step in the life cycle of a NER model
(cf. Fig. 1) using very few lines of code. It does so
in terms of the following classes:

1 >> from nerblackbox import Dataset ,
Training , Model

A high-level overview of the involved compo-
nents is shown in Fig. 2.

3.1 Dataset Integration

nerblackbox allows seamless access to datasets
from the following sources: HuggingFace (HF),
the local filesystem (LF), built-in datasets (BI) and
annotation tools (AT)3.

Basically, a dataset can be set up for training and
evaluation like in the following example:

1 >> dataset = Dataset(
2 "conll2003",
3 source ="HF",
4 )
5 >> dataset.set_up ()

While this works out-of-the-box for the sources
HF and BI, some additional information needs to
be provided for the sources LF and AT in order for
nerblackbox to be able to find the data. Integrating
different datasets can be challenging as they may
have different formatting (even on HuggingFace)
and annotation schemes. Some datasets are pretok-
enized and split into training/validation/test subsets,
while others are not. The set_up() method auto-
matically deals with these challenges and makes
sure that every dataset, irrespective of the source,
is transformed into a standard format4. Apart from
downloading, reformatting, and dataset splitting (if
needed), it also includes an analysis of the data.
For details, we refer to the library’s documentation.

3Currently, the two commonly used (open source) annota-
tion tools LabelStudio (Tkachenko et al., 2020) and Doccano
(Nakayama et al., 2018) are supported.

4Datasets may still have different annotation schemes (IO,
BIO, BILOU), and be pretokenized or not.
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Figure 2: High-level overview of the nerblackbox library. It allows to easily fine-tune, evaluate and apply models
for named entity recognition. The symbols to the left and right represent the sources that nerblackbox provides
seamless access to. These are the Local Filesystem (LF), HuggingFace (HF), Annotation Tools (AT) as well as
Built-in (BI) datasets that are fetched from GitHub.

3.2 Training

In order to train a model, one only needs to choose
a name for the training run (for later reference) and
specify the model and dataset names, like so:

1 >> training = Training(
2 "my_training",
3 model="bert -base -cased",
4 dataset =" conll2003",
5 )
6 >> training.run()

In order to ensure stable results irrespective of
the dataset, the training employs well-established
hyperparameters by default (Mosbach et al., 2021).
In particular, a specific learning rate schedule (Stol-
lenwerk, 2022) based on early stopping and warm
restarts (Loshchilov and Hutter, 2017) is used to
accommodate different dataset sizes.

3.3 Evaluation

Any NER model, whether it was trained using
nerblackbox or is taken directly from Hugging-
Face (HF), can be evaluated on any dataset that
is accessible via nerblackbox (see Sec. 3.1)

1 >> model = Model.from_training(
2 "my_training"
3 )
4 >> results = model.evaluate_on_dataset(
5 "conll2003",
6 phase="test",
7 )
8 >> results ["micro "][" entity "]["f1"]
9 ## 0.9045

The standard metrics for NER are used, i.e. pre-
cision, recall and the f1 score. Each metric is com-
puted as a micro- and macro-average as well as for
the individual classes. All metrics are determined
both on the entity and word level.

3.4 Inference

Similar to evaluation, both NER models trained
using nerblackbox and models taken directly from
HuggingFace (HF) can be used for inference.

1 >> model = Model.from_training(
2 "my_training"
3 )
4 >> model.predict ("The United Nations ")
5 ## [[{
6 ## 'char_start ': '4',
7 ## 'char_end ': '18',
8 ## 'token ': 'United Nations ',
9 ## 'tag ': 'ORG '

10 ## }]]

Apart from the predictions on the entity level for
a single document shown above, nerblackbox also
supports predictions on the word level (with or
without probabilities) and batch inference. In ad-
dition, a model can be applied directly to a file
containing raw data, which may be useful for infer-
ence at large scale (e.g. in production).

4 Advanced Usage

The nerblackbox workflow and the API are de-
signed to be as simple as possible and to con-
ceal technical complications from the user. How-
ever, they are also highly customizable in terms
of optional function arguments, which may be par-
ticularly interesting for machine learning experts
and researchers. In this section, we are going to
cover a non-exhaustive selection of nerblackbox’s
advanced features, with a slight emphasis on the
training part. For further information, the reader is
referred to the library’s documentation.

4.1 Training Hyperparameters and Presets

While nerblackbox uses sensible default values for
the training hyperparameters (see Sec. 3.2), one
may also opt to specify them manually. In par-
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ticular, all aspects of the learning rate schedule
(e.g. maximum learning rate, epochs, early stop-
ping parameters etc.) can be chosen at one’s own
discretion. In addition, the Training class offers
several popular hyperparameter presets via the in-
stantiation argument from_preset . Among them
are the learning rate schedules from (Devlin et al.,
2019) and (Mosbach et al., 2021), which may work
well for larger and smaller datasets, respectively.
Hyperparameters search is also supported.

4.2 Dataset Pruning

nerblackbox provides the option to only use a sub-
set of the training, validation or test data by spec-
ifying parameters like train_fraction . This may
be useful to accelerate the training (for instance
in the development phase of a product) or if one
wants to investigate the effect of the dataset size
(for instance to see if the model has saturated, or
for research).

4.3 Annotation Schemes

While every dataset is associated with a certain an-
notation scheme, nerblackbox provides the option
to translate between schemes at training time. The
desired annotation scheme can simply be specified
via the training parameter annotation_scheme . This
may be interesting for users who aim to optimize
their model’s performance as well as researchers
who systematically want to investigate the impact
of the annotation scheme.

4.4 Multiple Runs

Since the training of a neural network includes
stochastic processes, the performance of the result-
ing model depends on the employed random seed.
In order to gain control over the associated statis-
tical uncertainties, one may train multiple models
using different random seeds. With nerblackbox,
this can trivially be done by setting the training
parameter multiple_runs to an integer greater than
1. In that case, the evaluation metrics will be given
in terms of the mean and its associated uncertainty.
For inference, the best model is automatically used.

4.5 Detailed Results

nerblackbox saves detailed training and evaluation
results (e.g. loss curves, confusion matrices) using
MLflow5 and TensorBoard. This is useful in order
to keep an overview of trained models, inspect their

5https://pypi.org/project/mlflow/

detailed properties as well as optimize and cross-
check the training process.

4.6 Careful Evaluation
A model may predict labels for a sequence of to-
kens that are inconsistent with the employed anno-
tation scheme. For instance, if the BIO annotation
scheme is used, the combination O I-PER is in-
correct6. When translated to entity predictions,
nerblackbox ignores incorrect labels by default,
both at evaluation and inference time. However,
the popular evaluate (Von Werra et al., 2022) and
seqeval (Nakayama, 2018) libraries do take incon-
sistent predictions into account during evaluation.
For this reason, the evaluate_on_dataset() method
(see Sec. 3.3) returns results for both approaches.

4.7 Compatibility with transformers

nerblackbox is heavily based on transformers (Wolf
et al., 2020) such that compatibility is guaranteed.
In particular, the Model class has the attributes
tokenizer and model , which are ordinary trans-

formers classes and can be used as such. GPU
support (i.e. automatic detection and use) is also
provided through transformers.

5 Resources and Code Quality

nerblackbox is available as a package on PyPI7.
The associated GitHub repository is public at
https://github.com/flxst/nerblackbox and
contains the source code as well as multiple ex-
ample notebooks. A detailed documentation is
provided8. It includes a pedagogical introduction
to the library, an in-depth discussion of its fea-
tures as well as docs for the python API. Consis-
tent code syntax and typing are ensured by usage
of black9 and mypy10, respectively. We employ
unit and end-to-end testing. As an additional cross-
check, numerical results from the literature are re-
produced using nerblackbox (details can be found
in the documentation).
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Abstract
We present an open-source Python library for
building and using datasets where inputs are
clusters of textual data, and outputs are se-
quences of real values representing one or more
time series signals. The news-signals li-
brary supports diverse data science and NLP
problem settings related to the prediction of
time series behaviour using textual data feeds.
For example, in the news domain, inputs are
document clusters corresponding to daily news
articles about a particular entity, and targets
are explicitly associated real-valued time se-
ries: the volume of news about a particular per-
son or company, or the number of pageviews
of specific Wikimedia pages. Despite many
industry and research use cases for this class
of problem settings, to the best of our knowl-
edge, News Signals is the only open-source
library designed specifically to facilitate data
science and research settings with natural lan-
guage inputs and time series targets. In addi-
tion to the core codebase for building and in-
teracting with datasets, we also conduct a suite
of experiments using several popular Machine
Learning libraries, which are used to establish
baselines for time series anomaly prediction
using textual inputs.

1 Introduction

The natural ordering of many types of data along
a time dimension is a consequence of the known
physics of our universe. Real-world applications of
machine learning often involve data with implicit
or explicit temporal ordering. Examples include
weather forecasting, market prediction, self-driving
cars, and language modeling.

A large body of work on time series forecast-
ing studies models which consume and predict
real-valued target signals that are explicitly or-
dered in time; however, aside from some exist-
ing work mainly related to market signal predic-
tion using social media (Chen et al., 2021, 2022;

*equal contribution

Figure 1: News Signals Datasets: clusters of documents,
bucketed by time period, are associated with time series
signals. ML models can be trained to predict time series
signals using the textual data.

Arno et al., 2022; Li et al., 2014; Bing et al., 2014;
Kim et al., 2016; Wang and Luo, 2021), inter alia,
the NLP research community has generally not
focused on tasks with textual inputs and time se-
ries outputs. This is confirmed by the lack of any
popular NLP tasks related to time series in result-
tracking projects such as nlp-progress1 and papers-
with-code2.

We believe there is potential for novel, impactful
research into tasks beyond market signal forecast-
ing, in which textual inputs and real-valued output
signals are explicitly organized along a time dimen-
sion with fixed-length "ticks". Two reasons for the
lack of attention to such tasks to date may be:

1. researchers do not have access to canonical
NLP datasets for time series forecasting.

2. data scientists are missing a high level soft-
ware library for NLP datasets with time series.

Examples of tasks where natural language input
can be used to predict a time series signal include:

• weather or pandemic forecasting using social
media posts from a recent time period,

• market signal prediction using newsfeeds or
bespoke textual data feeds,

1https://nlpprogress.com/
2https://paperswithcode.com/
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• media monitoring for consumer behavior pre-
diction and forecasting,

• forecasting the impact of a news event on the
pageviews of a particular website,

and many others. We refer to this general task
setting as text2signal (T2S).

1.1 news-signals

This work introduces news-signals3, a high-
level MIT-licensed software package for building
and interacting with datasets where inputs are clus-
ters of texts, and outputs are time series signals
(Figure 1). Despite the package’s news-focused
origins, it is built to be a general purpose library
for interacting with time-ordered clusters of text
and associated time series signals.

Preparing and utilizing datasets for T2S tasks
requires purpose-built software for retrieving and
sorting data along the time dimension. In many
cases, data will be retrieved from one or more APIs,
or web-scraped, further complicating dataset gen-
eration pipelines. news-signals exposes an
intuitive interface for generating datasets that we
believe will be straightforward for any data sci-
entist or developer familiar with the Python data
science software stack (see Section 2).
news-signals includes tooling for:

• calling 3rd party APIs to populate signals with
text and time series data,

• visualizing signals and associated textual data,

• extending signals with new time series, feeds,
and transformations,

• aggregations on textual clusters, such as ab-
stractive and extractive summarization.

news-signals provides two primary inter-
faces: Signal and SignalsDataset. A
SignalsDataset represents a collection of re-
lated signals. A Signal consists of one or more
textual feeds, each connected to one or more time
series. Time series have strictly one real value
per-tick, while feeds are time-indexed buckets of
textual data. For example, a news signal might
contain a feed of all articles from a financial source
that mention a particular company, linked to multi-
ple time series representing relevant market signals
for that company.

3https://github.com/AYLIEN/
news-signals-datasets

news-signals datasets are designed to be easy
to extend with new data sources, entities, and time
series signals. In our initial release of the library,
we work with three collections of entities: US
politicians, NASDAQ-100 companies, and S&P
500 companies (see section 5).

The rest of the paper is organized as fol-
lows: section 2 gives an overview of library de-
sign and Section 3 describes the Signal and
SignalsDatasetAPIs, the two main interfaces
to time-indexed NLP datasets. Section 4 discusses
how datasets can be created. Section 5 describes
our example datasets, models, and end-to-end ex-
periments, which are open-source, and can be used
as templates for new research projects. Section 6
discusses applications, Section 7 reviews related
work, and Section 8 gives conclusions and direc-
tions for the future.

2 Time-Indexed NLP Datasets

Traditional NLP and ML datasets consist of iid
(X,Y ) pairs. These pairs can be assigned indices,
and be operated on by standard pre-processing pro-
cedures, such as randomly shuffling and splitting
into train, dev, test subsets. However, for
time series forecasting and related tasks, inputs
are ordered along a time axis, and the distribution
of later time steps is typically heavily dependent
upon the distribution of earlier time steps; therefore,
training, dev and test subsets are usually partitioned
and split chronologically to reduce the potential
for leakage, introducing additional complexity into
data preparation.

Within the Python data science ecosystem, li-
braries such as Numpy (Harris et al., 2020), Pan-
das (Wes McKinney, 2010), and Pytorch (Paszke
et al., 2019) have standardized a syntax for in-
dexing and slicing multi-dimensional matrices and
dataframes along axes. When a Pandas dataframe
is indexed along a dimension with time-interval
semantics, slicing between dates or timestamps is a
very useful feature. For example, a user may want
to work with the news articles and corresponding
time series signals that occurred between particu-
lar START and END dates. Pandas in particular in-
cludes rich tooling for indexing and slicing datasets
along time-indexed axes, and news-signals
delegates slice commands and indexing to Pandas,
exposing an interface for interacting with datasets
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using datetime indices4.

2.1 news-signals Technical Requirements

The key technical desiderata we took into consid-
eration when building news-signals are listed
below:

• the complexity of data retrieval should be min-
imized: calling APIs, retrying failed requests,
and parsing API output should be invisible to
users.

• large datasets containing hundreds or thou-
sands of signals, each lasting for thousands of
"ticks", should be straightforward to configure
and build.

• standard data science libraries such as Pandas
should be used as much as possible to reduce
maintenance burden over time.

• transformations on time series such as
anomaly detection or trend/seasonality re-
moval should be straightforward to imple-
ment.

• the complexity of compressing, saving, and
loading datasets locally and remotely should
be invisible to users.

• new types of signals should be easy to imple-
ment.

• Signals should be easy to use with standard
machine learning libraries.

3 The Signal and SignalsDataset
APIs

Signals consist of at least one time series coupled
with zero or more textual data feeds. Figure 2
shows an example of creating and populating a
Signal. Because most functions on the signal
class return the signal itself, users can employ a
convenient chaining syntax when performing mul-
tiple operations on a signal.

The library retrieves and stores the time series
and news stories for the signal, and exposes a
Pandas-like API to the underlying dataframes. We
can add arbitrary textual data feeds to signals; in fig-
ure 2, signal.sample_stories() samples
stories for every day of the time series (see library
documentation on GitHub for more detailed infor-
mation on how this works).

4https://pandas.pydata.org/docs/
reference/api/pandas.DatetimeIndex.html

import datetime
from news_signals import signals

# wikidata QID for Twitter

qid = 'Q918'

signal = signals.AylienSignal(

name='Twitter-Signal',

params={"entity_ids": [qid]}

)

start = '2023-01-01'

end = '2023-06-01'

# retrieve a timeseries for the count of

# news articles per-day for this signal

signal = \

signal(start, end).anomaly_signal()

# sample stories for every day in the signal

signal = signal.sample_stories()

# let's have a look at the biggest anomaly

top_day = signal.anomalies.idxmax()

# what was going on that day?

stories = signal.feeds_df.loc[top_day]['stories']

for s in stories:

print(s['title'])

# Twitter experiencing outages nationwide

# Twitter experiencing international outages ...

# It's Not Just You, Twitter Is Acting Weird

# : Twitter briefly goes down

# Twitter outage: what happened, ...

#....

Figure 2: Creating and using a news signal

Once feeds and time series have been initialized,
users can perform exploratory data analysis (EDA)
in many ways, for example by examining and sum-
marizing the news stories for an anomalous window
of the signal’s time series, or by plotting the signal.

Signals can also be easily mapped into a single
dataframe representation by using the .df prop-
erty. Signals’ dataframe representations contain the
textual and time series data associated with a sig-
nal, indexed along a DatetimeIndex, but they
do not contain metadata such as how the signal
is populated from one or more APIs, and trans-
formation semantics such as how anomalies are
computed.

Signals automatically differentiate between tex-
tual data and time series data types – for example,
when signal.plot() is called, a signal’s as-
sociated time series are automatically plotted in a
multi-line plot.
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3.1 API integrations

Most signals require retrieving data from one or
more third-party APIs or on-disk datasets. In the
current version of news-signals, we provide
a deep integration with the Aylien NewsAPI, and
additionally implement an interface to the Wikidata
pageviews API for building pageview time series
for Wikidata items 5.

3.2 The SignalsDataset API

Individual signals can be grouped into datasets.
The SignalsDataset is a useful abstraction
for working with groups of related signals — con-
cretely, these might be signals for all politicians
from a particular country, or for all companies
connected to a specific market subset, such as the
NASDAQ-100 or the S&P-500. Another dataset
type could contain signals encapsulating content
and time series related to different social media
forums, such as Subreddits (Wang and Luo, 2021).
The number of signals in a dataset can easily num-
ber in the hundreds or thousands, so we design
a simple configuration DSL using yaml to allow
easy construction of large datasets, which is docu-
mented in our GitHub repository.

Aylien NewsAPI and Wikimedia APIs Because
our production use cases for news-signals
are focused upon analyzing news data from
the Aylien NewsAPI6, the flagship Signal
type in news-signals is currently7 the
AylienSignal. This signal type ab-
stracts away API call semantics, allowing
users to populate a signal by simply calling
signal(start_date, end_date). Of
the data sources currently implemented in
news-signals, Wikidata is completely free,
but the Aylien NewsAPI requires a license key.
However, we note that the Aylien NewsAPI
currently has a two-week free trial allowing signif-
icant free API calls8, and we hope to implement
Signal types for fully public data sources beyond
Wikidata in the near future.

3.2.1 Saving and loading Datasets
Local and remote serialization and persistence are
essential features for dataset-focused libraries, and

5https://wikitech.wikimedia.org/wiki/
Analytics/AQS/Pageviews

6Aylien was acquired by Quantexa in February 2023
7as of August 2023
8https://aylien.com/news-api-signup

both Signal and SignalsDataset support saving and
loading. We have also implemented persistent on
Google Drive and Google Cloud Storage, that only
require a remote path to be provided. Datasets are
decompressed and cached locally so that the same
dataset will not be re-downloaded if it is already
available locally.

Library Documentation Section 3 has given
only a small sample of the news-signals li-
brary capabilities, and we refer interested readers
to the library documentation on GitHub, which also
includes end-to-end example notebooks and video
walkthroughs.

4 Building Signals Datasets

As discussed in section 3.2, news-signals pro-
vides an API for the creation of large-scale datasets
representing collections of related signals.

Bootstrapping Datasets using Wikidata The
Aylien NewsAPI links named entities in text to
their Wikidata IDs (Vrandečić and Krötzsch, 2014).
news-signals users can make use of the Wiki-
data Query Service9 to easily build new datasets
starting from SPARQL queries that return sets of
matching entities (Prud’hommeaux et al., 2013).
We build the datasets for NASDAQ-100, S&P 500,
and US Politicians in this manner, and the SPARQL
queries used to bootstrap these entity sets are avail-
able in our repository. For the purpose of this paper,
and to exemplify use of the library, we build three
example datasets: NASDAQ100, S&P 500, and US
Politicians. Each of these datasets is bootstrapped
from a list of Wikidata entities belonging to the
respective set. To retrieve the entity sets, we build
a SPARQL query returning the set of Wikidata
entities that match the query, and then use this en-
tity set to generate a dataset. This is a powerful
way to generate arbitrary datasets for collections of
related entities: for example, datasets for all politi-
cians from a particular country or all American
football players could be generated in this fash-
ion. Note that in some cases Wikidata does not
contain all entities in a particular set, for example,
the NASDAQ100 dataset contains fewer than 100
entities. Dataset statistics are summarized in Table
1. Each of the entity sets is retrieved via one or
more SPARQL queries10. We then use the Aylien

9https://query.wikidata.org/
10about SPARQL
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NewsAPI11 to sample up to 20 stories about each
entity for each day of the time period Jan 2020-Jan
2023.

Multi-document Summarization (MDS) We
provide a multi-document summarization model
in news-signals for turning clusters of news
articles associated with a particular timestamp into
an easily readable summary. In particular, we use
a hybrid extractive-abstractive approach that first
uses a centroid-based sentence extraction method
(Gholipour Ghalandari, 2017) to select 5 key sen-
tences from the whole collection of provided news
articles. We generate an abstractive summary from
these sentences using a fine-tuned BART-large
model (Lewis et al., 2020). The model was fine-
tuned on such extractive summaries on the WCEP
dataset (Gholipour Ghalandari et al., 2020), which
contains compact event summaries with a neutral
style.

Sampling News Data for Entities Importantly,
we do not provide all news articles about each en-
tity, rather, we provide only a sample of the news
content about the entity for each day. This means
that successful models should predict the time-
series signal based upon the content of the article,
rather than global numerical features 12.

Connecting Entities with Timeseries Signals In
our example datasets, we focus upon entities that
exist in the Wikidata knowledge graph. Differ-
ent time series signal sources can be automatically
linked to these entities. The Wikimedia API itself
exposes several interesting time series signals, such
as the number of pageviews and the number of ed-
its for each page. We hypothesize that these signals
are affected by events occurring in the real world –
when an impactful event connected with an entity
occurs, there is likely to be an observable change
in signal behavior.

4.1 Dataset Release

To avoid potential licensing issues with releasing
the news data content of the example datasets, at
this stage we plan to only release the datasets con-
taining article titles instead of full article texts and
metadata. We also release a version of the datasets
with daily abstractive summaries of the content,

11https://aylien.com/
12We may also consider models such as vector auto-

regression that use signals derived from textual content as
well as real-valued signals

which do not reveal any source-specific content
or data. Both versions will be available by email
request to the authors13.

Extending NewsSignals Because our datasets
are grounded on the Wikidata knowledge graph,
they are easy to extend with new inputs, entities,
and signals. Obvious extensions to our work might
include textual data from platforms such as Twitter
and Reddit, and market signals such as stock price
or other technical indicators for entities that are con-
nected with publicly traded companies. Datasets
should also be easy to extend with additional en-
tities, and we provide a set of tools for extend-
ing NewsSignals in the accompanying code reposi-
tory14.

4.1.1 Docker Container and Example K8s
Configuration

Because news-signals is designed to be used
in both research and production settings, we have
also provided a Dockerfile and an example Kuber-
netes (K8s) job configuration that can be deployed
to Google Cloud Platform with minimal setup re-
quired. Together, these assets can be used to build
signals datasets at a regular cadence, for example
once a day or once a week.

5 Example Models and Experiments

This section presents a suite of example mod-
els and experiments for users to quickly adapt to
their own task settings, and to verify the utility of
news-signals by establishing baselines for a
straightforward anomaly prediction task.

5.1 Binary Anomaly Prediction Task
In this work, we focus on a simple binary anomaly
prediction task, which we treat as text classification.
The goal is to predict whether a time series signal
about a particular entity is anomalous during some
window in the past, present, or future, based on
textual information in news feeds about the entity.
The input for an individual prediction is a set of
news articles, an aspect (e.g. an entity) and the
target a binary anomaly indicator. For simplicity,
we predict the target value of a particular day from
the textual input of the same day.

We transform time series signals into binary
anomaly predictions with the following procedure:

13note also that all code used to produce the full datasets is
open source

14https://github.com/AYLIEN/
news-signals-datasets
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Dataset Name Start-End Date Number of Signals Total Articles Time Series Targets
US Politicians 2020-01-01 to 2022-

12-31
100 1285238 news volume, Wiki-

media pageviews
NASDAQ-100 2020-01-01 to 2022-

12-31
99 1569139 news volume, Wiki-

media pageviews
S&P-500 2020-01-01 to 2022-

12-31
100 1728179 news volume, Wiki-

media pageviews

Table 1: Datasets Overview

5.2 Target Signals

We experiment with two different time series target
signals: anomalies time series of NewsAPI vol-
ume counts and Wikimedia page views. One target
time series consists of day-level binary values for
the time range of our datasets. We use a simple
anomaly detector to convert the raw time series sig-
nals into binary values, based on the Z-score: We
treat each value xt in a time series as an anomaly
if the following is true:

xt − µ

σ
> t (1)

where µ is the mean and σ standard deviation of a
time series. We set the anomaly threshold t (mea-
sured in standard deviations) to 3 which results
in a proportion of 1-3% positive examples in our
datasets.

5.3 Dataset Splits

Each of the three dataset is split chronologically
into training (80%), validation (10%) and test
(10%) sections. A trained model is informed about
all entities in the training data and is tested to apply
this knowledge to future data about these entities.
The split can also be done across entities to test
whether models can generalize to new entities. In
this work, we focus on the simpler setting where
the entities are known. Note that this does not apply
to the zero-shot baselines using LLMs discussed
below.

5.4 Balanced Sampling for Training

We preserve the validation and test dataset split as
they are, i.e. with a small amount of 1-3% of posi-
tive labels, and as continuous time periods. Since
training with this label imbalance results in poor re-
sults, we create modified training datasets from the
time period of the training split: we randomly sam-
ple 10,000 positive and 10,000 negative examples
for each dataset.

5.5 Compressing Textual Input
Since we are dealing with a large amount of text
for each individual prediction task, i.e. a set of 20
news articles, we need to compress these articles
into a shorter text to fit the input size of typical
current deep learning models. In our experiments,
we use the concatenation of all headlines of a day
as the textual input. We leave a comparison to
alternatives, e.g. multi-document summaries or
representative articles, to future work.

5.6 Models for Anomaly Classification
We include several text classification baselines that
predict the target based on one day of compressed
textual content:

Fine-tuned Transformer Classifier: We fine-
tune the pre-trained RoBERTa-base model (Liu
et al., 2019) with an un-trained randomly initial-
ized binary classification head. We fine-tune the
model on 1 epoch of the label-balanced training
examples with a batch size of 8, a learning rate of
2e-5 and a weight decay of 0.01, using the Adam
optimizer.

Random Forest with Sparse Lexical Features:
We train random forest models on binary lexi-
cal features, to explore how well the target sig-
nals are represented in surface-level text. We
use sklearn15 to extract sparse binary token-
indicator features, with a vocabulary of 10,000 to-
kens, excluding stop words. We train the models
with 100 trees and a maximum depth of 20. We
determined these values on the validation datasets.

Zero-Shot Classification with Llama-2 (13B):
We use Meta’s Llama-2-13b-chat 16 model
for zero-shot classification. We provide the 20
headlines of a day along with a prompt that de-
scribes the target signals as an input. The prompt
used in the presented experiments is shown in Ap-
pendix B.

15https://scikit-learn.org/
16https://huggingface.co/meta-llama/

Llama-2-13b-chat
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5.7 Evaluation and Results
We evaluate the binary anomaly classification task
using Precision, Recall and F1-score. We put the
results into perspective by comparing them to two
random baselines: random-uniform, i.e. randomly
classifying each input as an anomaly with a 50%
chance, and random-target, where we classify each
input as an anomaly with a probability set to the
proportion of positive examples in the test set. Ta-
ble 2 shows the results for anomaly classification
for news volume and Wikimedia pageviews as tar-
get signals. The trained models achieve above-
random f1-scores on most of the dataset-target
combinations, and obtain better results than the
zero-shot baseline. We discuss the results in more
detail in Appendix A. Figure 3 shows an example
of predicted anomalies, compared to the ground-
truth anomalies defined by the anomaly detection
method. The predicted anomalies in this example
consistently correspond to a spike of Wikipedia
page views on the day or shortly after the day on
which the input news stories were published.

Figure 3: Predicted and ground-truth anomalies of a
Wikipedia pageviews time series of US politician Karen
Bass. The predictions are from a random forest model
with sparse lexical features.

5.8 Extending to forecasting tasks
This experimental setup can easily be converted
into forecasting tasks by pairing the text content
of a particular day with the target signal shifted by
some offset into the future. By sliding our fore-
casting window earlier than the input, we can also
study how well today’s news predicts signals that
already happened. This may be more relevant for
signals that imply significant information asym-
metry, such as stock price, as opposed to signals

that are public by definition, such as Wikimedia
pageviews. Rather than binary anomaly targets, we
can train models to directly predict the real-valued
signal or quantized representations of the signal.

6 Intended Applications of NewsSignals

Time Series Forecasting using Texual Data As
discussed, time series signal forecasting is an im-
portant task which is relatively unexplored in the
context of models for natural language processing
(NLP).

Financial Data Analysis We believe that this
dataset and task setting should be straightforward
to adapt to financial time series analysis. Financial
time series such as stock price and trading volume
are impacted by real-world events. The behavior of
market signals reflects sentiment about particular
entities, and is influenced by events happening in
the world. However, market signals may contain
opaque and confounding factors that make accurate
prediction more challenging. Although this work
deliberately does not consider market signals, it is
very straightforward to add market time series such
as stock price(s) or trading volume to signals.

NLP for Healthcare The text2signal task
setting is well-suited to the emerging field of
BioNLP or NLP for Healthcare – for example, pre-
dicting the number of hospital visits in subsequent
months based upon a collection of doctor’s notes
from preceding months, or forecasting total medi-
cal expenditure in subsequent months based upon
the content of a doctor’s notes.

Sentiment To date, sentiment analysis datasets
have been created by human annotation. However,
the annotation task is difficult to fully specify, and
impossible to scale to real-world volumes of data.
An insight is that there are many real world signals
that can be considered proxies to sentiment, most
obviously market signals, especially when the defi-
nition of sentiment is constrained to specific (entity,
aspect) pairs. Instead of using model-derived senti-
ment to forecast time series, market signals can be
used as ground-truth proxies to sentiment annota-
tions.

Social Sciences Social scientists may be
interested in the tooling we have built around
the Wikidata SPARQL endpoint, because
news-signals allows users to easily build a set
of signals connected to any set of Wikidata entities.
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Target Signal News Volume
Model/Dataset Nasdaq-100 Smp-500 US-politicians

prec rec f1 %pos prec rec f1 %pos prec rec f1 %pos
Random - uniform 0.01 0.43 0.02 0.5 0.01 0.49 0.02 0.49 0.03 0.5 0.05 0.51
Random - target 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.03 0.04 0.04 0.03
Sparse + RF 0.19 0.58 0.28 0.04 0.12 0.30 0.18 0.03 0.20 0.28 0.23 0.04
RoBERTa-base 0.12 0.69 0.2 0.08 0.1 0.52 0.17 0.05 0.21 0.69 0.33 0.08
Llama-2-13b-chat 0.03 0.71 0.06 0.16 0.03 0.47 0.05 0.1 0.05 0.46 0.1 0.22
Target Signal Wikimedia Pageviews
Model/Dataset Nasdaq-100 Smp-500 US-politicians

prec rec f1 %pos prec rec f1 %pos prec rec f1 %pos
Random - uniform 0.02 0.46 0.03 0.5 0.02 0.52 0.04 0.49 0.02 0.51 0.03 0.5
Random - target 0.01 0.01 0.01 0.02 0.02 0.02 0.02 0.02 0.01 0.01 0.01 0.02
Sparse + RF 0.01 0.09 0.02 0.12 0.02 0.11 0.04 0.11 0.22 0.16 0.19 0.01
RoBERTa-base 0.01 0.09 0.03 0.11 0.03 0.19 0.05 0.13 0.18 0.57 0.28 0.05
Llama-2-13b-chat 0.02 0.21 0.04 0.3 0.05 0.24 0.08 0.24 0.04 0.52 0.07 0.22

Table 2: Evaluation results for anomaly classification experiments. %pos indicates the proportion of positive
predicted labels.

In one of our example datasets, we produced
a signal for every living US politician present
in Wikidata, and we believe that many social
scientists will be researching similar specific sets
of entities and related time series signals.

This section discusses potential applications for
news-signals and directions for future work.

Causality News-signals may be useful for NLP
researchers working on tasks related to causal-
ity, because time series signals are well-suited to
causality research. In general, we wish to find out
what types of information are likely to impact time
series signals. Concretely, we may believe that
there is a true causal relationship between news
and the edit rate on Wikimedia pages.

7 Related Work

NLP and Time Series Dataset Libraries
news-signals can be seen as sitting between
NLP-focused dataset libraries such as Hugging-
face Datasets (Lhoest et al., 2021) and time se-
ries focused libraries such as GluonTS and KATS
(Alexandrov et al., 2019; Jiang et al., 2022). We
specifically build tooling for working with datasets
with textual inputs and time series outputs, and
news-signals is complementary to and com-
patible with other popular NLP and time series
libraries.

Granger Causality It is natural to consider
whether the content of textual inputs "caused" an
observed time series signal behavior. Granger
causality (Granger, 1969) is a method of measur-
ing the degree to which one signal may cause an-
other. Marcinkevičs and Vogt (2021) propose a

framework for discovering Granger Causality with
interpretable neural networks.

Summary graphs (Peters et al., 2017) are a useful
way of compressing relationships about Granger
causality. Wen et al. (2017) introduce a flexible
RNN architecture for time series forecasting. Nour-
bakhsh and Bang (2019) is a position paper dis-
cussing the use of PLMs for anomaly detection on
financial data.

Time Series prediction with Textual Inputs As
discussed in Section 1, one significant line of work
focuses on predicting financial time series using
signals derived from text, in particular aggregations
of sentiment scores from social media posts (Chen
et al., 2021, 2022; Arno et al., 2022; Li et al., 2014;
Bing et al., 2014; Kim et al., 2016; Wang and Luo,
2021), inter alia.

PLMs and Transfer Learning Recently, signif-
icant work has been done to adapt transformer-
based models in particular to time series forecast-
ing tasks with flexible semantics (Wen et al., 2023).

Timeline Summarization from News Corpora
A related line of work within the NLP commu-
nity is constructing timelines of important events
from large collections of news focused on long-
term topics, e.g. disasters or entities (Martschat
and Markert, 2018). The methods for identifying
important events often make use of time-series-like
signals defined over dates: the number of articles
published per day or the number of times the date
is mentioned in text (Tran et al., 2013; Ghalandari
and Ifrim, 2020).
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8 Conclusion

We have presented news-signals, an open
source library for building and working with NLP
datasets that predict time series signals based on
textual inputs. We hope that this library can be
useful to a broad group of researchers and data
scientists in both academic and industry settings.
Naturally, we would be very happy for additional
contributions from the open source community to
further improve the library.
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A Discussion of Anomaly Classification
Results

The trained models, i.e. RoBERTa-base and the
random forest with sparse features achieve consid-
erable improvements over random results on most
of the dataset-target combinations, with mixed
rankings. In these cases, the models detect 50-
70 % of the anomalies while only predicting 3-
8% anomalies in total, which is a promising pat-
tern. All baselines show close-to-random results
on Nasdaq-100 and Smp-500 with Wikimedia
Pageviews. Zero-shot anomaly prediction with
Llama-2-13b-chat generally performs worse
than the trained models, but still better than the
random baselines. Our zero-shot approach suffers
from over-prediction of the positive class - a behav-
ior that is difficult to tune when designing prompts.
We leave more systematic prompt tuning for this
task to future work.

B Prompting for Zero-Shot Approach

We use the following prompt template for
LLama-2-13b-chat to do anomaly classifica-
tion from news:

Headlines: {{HEADLINES}} The stories above
all involve {{ENTITY}} and were published on the
same day. Do these news stories indicate one of the
most significant events for {{ENTITY}}? Respond
with ’no’ or ’yes’.

We instantiate the placeholders with headlines
and an entity name (person or company) for a spe-
cific data item.

We use the following system prompt: You are an
anomaly detector for news.

We formatted the prompt according to the
LLama-2-specific pattern.

A key issue in this zero-shot approach is to con-
trol the overall proportion of times an anomaly is
detected in a dataset, i.e. to express the signif-
icance or importance of news stories to entities.
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Signal-specific prompts, e.g. directly describing
Wikipedia pageviews or news volume, turn out less
effective than this generic description.
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Abstract

Online data streams make training machine
learning models hard because of distribution
shift and new patterns emerging over time. For
natural language processing (NLP) tasks that
utilize a collection of features based on lexi-
cons and rules, it is important to adapt these
features to the changing data. To address this
challenge we introduce PyTAIL, a python li-
brary, which allows a human in the loop ap-
proach to actively train NLP models. PyTAIL
enhances generic active learning, which only
suggests new instances to label by also suggest-
ing new features like rules and lexicons to label.
Furthermore, PyTAIL is flexible enough for
users to accept, reject, or update rules and lexi-
cons as the model is being trained. Finally, we
simulate the performance of PyTAIL on exist-
ing social media benchmark datasets for text
classification. We compare various active learn-
ing strategies on these benchmarks. The model
closes the gap with as few as 10% of the train-
ing data. Finally, we also highlight the impor-
tance of tracking evaluation metric on remain-
ing data (which is not yet merged with active
learning) alongside the test dataset. This high-
lights the effectiveness of the model in accu-
rately annotating the remaining dataset, which
is especially suitable for batch processing of
large unlabelled corpora. PyTAILwill be open
sourced and available at https://github.
com/socialmediaie/pytail.

1 Introduction

Analysis of large scale natural language corpora of-
ten requires annotation of dataset in a given domain
with pre-trained models. Generally, these models
are pre-trained on a fixed training dataset which
is often different from the domain of the dataset
under consideration. This often leads to poor per-
formance of the model on this new domain. One

∗Work done while at University of Illinois at Urbana-
Champaign.

way to address this gap is to utilize domain adapta-
tion (Sarawagi, 2008; Daumé III, 2007) to improve
the model accuracy. However, efficient domain
adaptation requires labeled training data from the
new domain, which is costly to acquire. The prob-
lem gets compounded for social media data (Mishra
et al., 2015, 2014; Mishra and Diesner, 2016, 2018),
for which the vocabulary and language usage con-
tinuously evolve over time (Mishra et al., 2019,
2020b; Mishra and Mishra, 2019). Take the exam-
ple of sentiment classification, where the ways of
expressing the same opinion also change with time.
For example, the opinion label of the phrase “you
are just like subject", will depend on the general
opinion about “subject" when the phrase was ex-
pressed. Similarly, many new words are coined on
social media (Eisenstein, 2013; Gupta et al., 2010).
This poses a challenge for maintaining these mod-
els retain their accuracy over time. In this work, we
propose an approach to alleviate this issue by cre-
ating a system based on active human-in-the-loop
learning which incrementally updates an existing
classifier by requiring an user to provide few new
examples from the new data. Traditionally, this
setup, called active learning (Settles, 2009) only
deals with suggesting new training examples to
annotate. However, since many NLP models use
feature based on existing rules or lexicons, with
changing data characteristics it may be more desir-
able to also suggest rule and lexicon updates in the
model. Our system PyTAIL (Python Text Analy-
sis and Incremental Learning) addresses the issues
highlighted here by allowing human-in-the-loop ac-
tive learning systems to integrate new data points,
rules, and lexicons. Our main contributions are
as follows: (i) Introduce PyTAIL, an open source
tool with an active learning workflow which uses
new data, rules, and lexicons to continuously train
NLP models. (ii) Introduce a social media text clas-
sification benchmark for active learning research.
(iii) Introduce an evaluation setup on unconsumed
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data in active learning to quantify how quickly a
corpus can be fully annotated with a reasonable
accuracy.

2 Incremental learning of models with
human in the loop

In this section we describe PyTAIL (Python Text
Analysis and Incremental Learning). PyTAIL’s
goal is to enable efficient construction of training
data using active learning, while supporting incre-
mental learning of models using the most recent
data. A description of PyTAIL workflow is shown
in figure 1. PyTAIL is built with the following
features in mind: (i) Low cost of continuous train-
ing data acquisition (ii) Incorporation of domain
knowledge using lexicon and rules (iii) Efficient
update of model using only the newly acquired
training data.

Lexicons and Rules Traditional active learning
systems usually rely on only using the data as an
input. However, PyTAIL’s focus is on involving
humans at multiple stages of the learning process.
Hence, PyTAIL relies on data, a set of lexicons,
and a set of rules. The lexicons are used for count-
ing lexicon matches, e.g. positive or negative words
from sentiment lexicons. Rules are arbitrary rules
for generating features from the data, e.g. presence
of a regular expression pattern. The lexicons are
often used via a rule to count lexicon matches in
the text. These lexicons and rules are used to help
human annotators make better decisions on anno-
tating the data and also help in the training of the
model. Our rules are inspired from the Labeling
function approach of Snorkel (Ratner et al., 2019),
however, they differ as they are used as feature
generator.

Overview As shown in figure 1, the user starts
with a collection of artifacts in the Bootstrap Stage.
This can include an pre-trained model, a small seed
training dataset, existing rules, and lexicons. Next,
the user introduces their unlabeled data stream from
their domain of interest, e.g. social media corpora.
The bootstrap artifacts are used to predict this data
stream. These predictions are then fed to the query
strategy (described below) to identify artifacts for
the suggestion stage. The user can then accept,
reject, update these suggestions or even introduce
new suggestions. Next, the model is updated using
updated artifacts such that the rules and lexicons
are used for updating the model features and the

annotated data is used for updating the model. Fi-
nally, PyTAIL shows continuous evaluation met-
rics which include metric on a test set, user ac-
cepted training set, and unobserved data stream.
This process is repeated till a stopping criteria is
met, e.g. the exhaustion of data stream or achiev-
ing reasonable evaluation score. PyTAIL supports
two modes for training, one is human in the loop
(HITL) mode, and another is simulation mode. The
simulation model uses pre-defined heuristics to sim-
ulate human actions based on model prediction
scores. The default model when applied to bench-
mark datasets is the simulation mode.

Human in the loop (HITL) mode In the HITL
mode, PyTAIL uses the pre-trained model to sug-
gest top K instances to the user. The user can sort
the instances using the scoring criterion. In order to
reduce the cognitive work of labeling an instance
from scratch, the user is shown the model predic-
tions (as well as the label probability). The user
is only required to edit the labels if they disagree.
Model predictions for all the unlabeled instances
from the top suggestions are now used as gold la-
bels and fed to the model during the update process
(this is similar to self-supervision with the possibil-
ity of human intervention). The user is also shown
the prominent features for that instance, the user
can select these features and mark them as useful
or useless. Lexicon matches with the annotations
are also shown, along with prominent key phrases
in the unlabeled data stream. The user can choose
to update the lexicon with these new suggestions.
Once the model update has happened, the user is
provided feedback on the change in model evalua-
tion on a held out data.

3 Benchmark for social media active
learning

We introduce an active learning benchmark of 10
social media text classification datasets consisting
of 200K posts. These datasets cover sentiment
classification, abusive content identification, and
uncertainty indication and is derived from the So-
cialMediaIE benchmark (Mishra, 2021, 2020a,b).
The dataset is available at https://zenodo.
org/doi/10.5281/zenodo.7236429.

3.1 Sentiment classification
For sentiment classification we use the same data
as in (Mishra and Diesner, 2018). A description
of these data is shown in table 1a. Clarin (Mozetič
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Figure 1: PyTAIL Workflow: Given a user and an unlabeled data stream, along with some bootstrapping
artifacts, PyTAIL suggests data instances, rules, and lexicons which can be merged with bootstrapping artifacts to
continuously create new model.

(a) Description of sentiment classification datasets. Datasets
clustered together are enclosed between horizontal lines. Labels
are negative, neutral, positive.

data split tokens tweets vocab

Airline
dev 20079 981 3273
test 50777 2452 5630
train 182040 8825 11697

Clarin
dev 80672 4934 15387
test 205126 12334 31373
train 732743 44399 84279

GOP
dev 16339 803 3610
test 41226 2006 6541
train 148358 7221 14342

Healthcare
dev 15797 724 3304
test 16022 717 3471
train 14923 690 3511

Obama
dev 3472 209 1118
test 8816 522 2043
train 31074 1877 4349

SemEval
dev 105108 4583 14468
test 528234 23103 43812
train 281468 12245 29673

(b) Description of abusive content classification datasets.
Datasets which are clustered together are enclosed between
horizontal lines. Labels for Founta are abusive, hateful,
normal, and spam. Labels for WaseemSRW are none, racism,
and sexism.

data split tokens tweets vocab

Founta
dev 102534 4663 22529
test 256569 11657 44540
train 922028 41961 118349

WaseemSRW
dev 25588 1464 5907
test 64893 3659 10646
train 234550 13172 23042

(c) Description of uncertainty indicators dataset. Datasets
which are clustered together are enclosed between horizontal
lines. Labels for Riloff are sarcasm and not sarcasm. Labels
are for Swamy are definitely no, definitely yes, probably no,
probably yes, and uncertain.

data split tokens tweets vocab

Riloff
dev 2126 145 1002
test 5576 362 1986
train 19652 1301 5090

Swamy
dev 1597 73 738
test 3909 183 1259
train 14026 655 2921

Table 1: Benchmark Datasets for Social Media Active Learning
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et al., 2016) and SemEval are the two largest cor-
pora. However, SemEval has a larger test set. All
the sentiment datasets use the traditional labels
of positive, neutral, and negative for labeling the
tweets.

3.2 Abusive content classification

The second task we consider is abusive content
classification. This task has recently gained promi-
nence, owing to the the growth of abusive content
on social media platforms. We utilize two datasets
of abusive content. The first data is Founta from
(Founta et al., 2018), which tags tweets as abu-
sive, hateful, normal, spam. The second dataset is
WaseemSRW from (Waseem and Hovy, 2016). It
tags the data as none, racism, sexism. The ratio-
nale for including both these data under the same
task it the core idea of identifing abusive content
either direct or using racist or sexist variation. A
description of these data is shown in table 1b.

3.3 Uncertainty indicators

Finally, we consider a collection of datasets for the
task of identifying uncertainty indicators. Uncer-
tainty indicators are defined as indicators in text
which capture a level of uncertainty about the text,
e.g., veridictality or sarcasm (uncertainty in in-
tended meaning). We consider two datasets for
this task as well. The first dataset is Riloff from
(Riloff et al., 2013). This dataset consists of tweets
annotated for sarcasm and non-sarcasm. The sec-
ond dataset is Swamy from (Swamy et al., 2017).
This dataset tries to identify the level of veridic-
tality or degree of belief expressed in the tweet.
The label set for this data is definitely no, proba-
bly no, uncertain, probably yes, definitely yes. A
description of these data is shown in 1c.

4 PyTAIL for Social Media Text
Classification

Model We use a logistic regression model with
L2 regularization. The regularization parameter is
selected for each model using cross validation. We
track the model scores on the held out test as well
as validation data. Each text is represented using
a set of features. Each tweet is tokenized and pre-
processed by normalizing all mentions of hashtags,
URLs, and mentions. We also use a large senti-
ment lexicon1. Furthermore, we suggest including

1https://github.com/juliasilge/tidytext/blob/master/data-
raw/sentiments.csv

a domain specific negative filter, i.e., words which
should not be used to identify classification signals.
For sentiment classification this can be entities in
the corpora which should not bias the model.

Query selection strategies Active learning algo-
rithms (Settles, 2009) identify most informative
instances from unlabeled data that can be used
to construct a high quality training dataset. The
process of identifying informative instances is
called query selection. Top instances Xselected

from the unlabeled data Xunlabeled are identified
based on a score. We consider two types of score:
(i) entropy =

∑
i pi ∗ log(pi) - higher is better

(ii) min−margin = maxi ̸=⋆{pi−p⋆ | p⋆ = maxj pj}
- lower is better. The entropy based scoring favors
model predictions with highest randomness. The
min-margin based scoring is useful in ensuring
that the difference between the top prediction
score and the second top prediction score is
less. The selection is done using three strategies:
(i) Rand: Instances are selected randomly without
considering their scores, this acts as a baseline.
(ii) Xtop: Top K instances are selected based on
their scores (X). (iii) Xprop: K instances are
sampled proportional to their scores (X). This
adds a degree of randomness to the top k strategy.
These new instances are then added to the existing
training instances Xtrain = Xtrain ∪ Xselected,
and the model is retrained.

Evaluation on remaining dataset Active learn-
ing systems often just track the test dataset per-
formance. However, we observe another dataset
which is not used for training, it is the left over
dataset Xleft after selecting the examples in each
round. Xleft is continously decreasing and track-
ing the performance of the model on Xleft can
reveal how fast can an in-distribution dataset be ac-
curately annotated using the specific querying strat-
egy. This is suitable for simulation mode where
the whole dataset (Xleft = Xunlabeled) is already
annotated.

Simulation Experiments Human annotation for
PyTAIL can be simulated.First, Xtrain is set to
N = 100 random samples from Xunlabeled. In
each round, Xselect is K (K=100) instances from
Xunlabeled based on the scoring criterion described
above. We conduct 100 rounds of active learning
(200 for Clarin as it is a very large dataset) and
evaluate the models using the micro-f1 score. We
also compare against a model trained on the full
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Table 2: Performance of query strategies across datasets using around 10% training dataset.

task dataset round N Nleft %used Full Rand Etop Eprop Mtop Mprop

Test Dataset

ABUSIVE Founta 42 41,861 37,661 0.10 0.79 0.77 0.78 0.78 0.79 0.77
WaseemSRW 14 13,072 11,672 0.11 0.82 0.79 0.78 0.77 0.78 0.76

SENTIMENT Airline 9 8,725 7,825 0.10 0.82 0.76 0.78 0.79 0.77 0.77
Clarin 45 44,299 39,799 0.10 0.66 0.63 0.61 0.62 0.63 0.63
GOP 8 7,121 6,321 0.11 0.67 0.63 0.64 0.63 0.62 0.64
Healthcare 1 590 490 0.17 0.59 0.64 0.60 0.61 0.60 0.60
Obama 2 1,777 1,577 0.11 0.63 0.56 0.60 0.58 0.59 0.57
SemEval 13 12,145 10,845 0.11 0.65 0.59 0.60 0.61 0.58 0.61

UNCERTAINITY Riloff 2 1,201 1,001 0.17 0.78 0.77 0.76 0.77 0.76 0.79
Swamy 1 555 455 0.18 0.39 0.39 0.40 0.39 0.34 0.31

Remaining Dataset

ABUSIVE Founta 42 41,861 37,661 0.10 NaN 0.77 0.80 0.78 0.81 0.78
WaseemSRW 14 13,072 11,672 0.11 NaN 0.78 0.79 0.77 0.80 0.76

SENTIMENT Airline 9 8,725 7,825 0.10 NaN 0.75 0.79 0.79 0.80 0.78
Clarin 45 44,299 39,799 0.10 NaN 0.62 0.62 0.62 0.64 0.63
GOP 8 7,121 6,321 0.11 NaN 0.62 0.64 0.62 0.63 0.63
Healthcare 1 590 490 0.17 NaN 0.53 0.56 0.53 0.47 0.50
Obama 2 1,777 1,577 0.11 NaN 0.54 0.56 0.57 0.56 0.56
SemEval 13 12,145 10,845 0.11 NaN 0.61 0.62 0.62 0.63 0.62

UNCERTAINITY Riloff 2 1,201 1,001 0.17 NaN 0.80 0.82 0.84 0.82 0.81
Swamy 1 555 455 0.18 NaN 0.37 0.40 0.40 0.33 0.36
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Figure 2: Progression of active learning classifier performance (micro f1-score) on the respective test set across 100
rounds of active learning (200 for Clarin). The annotation budget for each round is 100 instances, and the model is
warm started with 100 random samples of the training data. Black dotted line is the classifier performance when
trained on all of the training data. Data ordered alphabetically and X and Y axes are not shared.
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Figure 3: Progression of active learning classifier performance (micro f1-score) on the respective unselected data set
across 100 rounds of active learning (200 for Clarin). The annotation budget for each round is 100 instances, and
the model is warm started with 100 random samples of the training data. Data ordered alphabetically and X and Y
axes are not shared.
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data (Full). The experimental results on the test
split of each data are shown in figure 2 and table 2.
We observe that the top K strategy is usually the
best followed by the proportional strategy across
all data. For larger datasets we see that the model
closes the gap very soon. We also show experi-
mental results on the Xleft part of the training data
in figure 3. We observe that the top K strategy is
consistently the best, followed by the proportional
strategy across all data. The increase in perfor-
mance on the Xleft is indicative of the fact that
active learning ensures that the remaining data is
actually easy to annotate without human correction.
This evaluation presents a more practical usage pat-
tern of ML models. This usage pattern requires
annotating pre-selected and large Xunlabeled. In re-
ality, once the dataset is selected, one is interested
in reducing the size of Xtrain to efficiently anno-
tate the data. We think, it is in this setting that the
active learning is most beneficial. If the user can
achieve high labeling accuracy by annotating few
samples, then the user’s job is done.

5 Conclusion

We described experiments for evaluating active
learning approaches for text classification tasks
on tweet data. We introduced, PyTAIL, an open
source user interface for active learning of NLP
models by only requiring the user to update the
labels for the model prediction if required. We also
release a benchmark dataset for social media ac-
tive learning. One limitation of our work is that
our experiments are only conducted using simple
linear model as they are easier to experiment with
for sparse text features which we used for feature
importance. However, the API does not place any
restriction on the type of model.

In the future we plan to extend this strategy to
non classification tasks for Social Media datasets
e.g. structured prediction tasks like Named Entity
Recognition, POS tagging, and Chunking (Mishra
and Diesner, 2016; Mishra et al., 2020a; Eskander
et al., 2022; Mishra and Haghighi, 2021; Mishra,
2019; Mishra et al., 2022; Mishra, 2020c).
PyTAIL is available as an open source tool at

https://github.com/socialmediaie/
pytail/ and our dataset is available at
https://zenodo.org/doi/10.5281/
zenodo.7236429.
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Igor Mozetič, Miha Grčar, Jasmina Smailović, H Alani,
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Abstract

One of the primary obstacles in the advance-
ment of Natural Language Processing (NLP)
technologies for low-resource languages is the
lack of annotated datasets for training and test-
ing machine learning models. In this paper,
we present Antarlekhaka, a tool for manual
annotation of a comprehensive set of tasks rele-
vant to NLP. The tool is Unicode-compatible,
language-agnostic, Web-deployable and sup-
ports distributed annotation by multiple simul-
taneous annotators. The system sports user-
friendly interfaces for 8 categories of annota-
tion tasks. These, in turn, enable the annota-
tion of a considerably larger set of NLP tasks.
The task categories include two linguistic tasks
not handled by any other tool, namely, sen-
tence boundary detection and deciding canoni-
cal word order, which are important tasks for
text that is in the form of poetry. We pro-
pose the idea of sequential annotation based on
small text units, where an annotator performs
several tasks related to a single text unit before
proceeding to the next unit. The research ap-
plications of the proposed mode of multi-task
annotation are also discussed. Antarlekhaka
outperforms other annotation tools in objective
evaluation. It has been also used for two real-
life annotation tasks on two different languages,
namely, Sanskrit and Bengali. The tool is avail-
able at https://github.com/Antarlekhaka/code.

1 Introduction and Motivation

Manual annotation plays an important role in nat-
ural language processing (NLP). It is particularly
important in the context of low-resource languages
for the creation of datasets.

There are a number of syntactic and semantic
tasks in NLP which can utilize annotation by do-
main experts. Lemmatization, morphological anal-
ysis, parts-of-speech tagging, named entity recog-
nition, dependency parsing, constituency parsing,
co-reference resolution, sentiment detection, dis-
course analysis and so on are some examples of

such common NLP tasks.
There’s a need of considering historical con-

text and respecting the perspectives of Indigenous
language speaking communities when conducing
NLP research involving these languages (Schwartz,
2022). Sanskrit, a classical language, has a large
amount of text available digitally; however, it still
suffers from poor performance in standard NLP
tasks. Hence, manual annotation of text in Sanskrit
is of prime necessity. Further, most of the clas-
sical Sanskrit literature is in poetry form follow-
ing mostly free word order (Kulkarni et al., 2015),
without any punctuation marks. Therefore, certain
specialized tasks, such as sentence boundary detec-
tion and canonical word ordering, are needed for
Sanskrit text processing

Consider an example1 from a Sanskrit text,
Valmiki Ramayana, (Dutt et al., 1891) shown in
Fig. 1. The sentence boundaries are denoted using
square brackets ([ and ]). The half-verse boundaries
are marked by single forward slashes (/) and the
verse boundaries by two forward slashes (//). It can
be observed that the sentence boundaries do not
coincide with the verse boundaries. In particular,
there may be multiple sentences present in a single
verse, or a sentence may extend across multiple
verses. Further, the right side of the arrow shows
that the canonical word order is different from the
order in which words appear in the original text.

For such languages that either do not use punc-
tuations or use them in a limited amount, sentence
boundary detection is an important task. Addition-
ally, in languages with relatively free word order,
decision of a canonical word order is also relevant.
These two tasks also play a vital role when deal-
ing with the corpora in the form of poetry, making
them potentially relevant for all languages.

Performing multiple annotation tasks on the

1Using IAST transliteration scheme: https:
//en.wikipedia.org/wiki/International_Alphabet_of_
Sanskrit_Transliteration
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[ na rocate mama-api-etad-ārye ]1 [ yad-rāghavo vanam /
tyaktvā rājyaśriyaṃ gacchet ]2 [ striyā vākyavaśaṃ gataḥ // 2
viparītaś ca vṛddhaś ca viṣayaiś ca pradharṣitaḥ /
nṛpaḥ kim iva na brūyāc codyamānaḥ samanmathaḥ // 3 ]3
[ ... ]

[ ārye etad mama api na rocate ]1
[ yad rāghavo rājyaśriyaṃ tyaktvā vanam gacchet ]2
[ viparītaḥ vṛddhaḥ ca viṣayaiḥ pradharṣitaḥ ca codyamānaḥ
samanmathaḥ ca striyā vākyavaśaṃ gataḥ nṛpaḥ kim iva na brūyāt  ]3
[ ... ]

Figure 1: Sanskrit verses from Valmiki Ramayana. Original text appears on the left with sentence boundary markers
added. The canonical word order is shown on the right.

same corpus is common, and the order of these
tasks can be important due to their interdependence.
Specifically, in cases2 where sentence boundary de-
tection is relevant, it must be performed before any
other annotation task. For instance, determining
the word order of a sentence requires finalizing the
constituent words first. The same holds true for
tasks such as dependency parsing, sentence classi-
fication, and discourse analysis.

In this paper, we describe Antarlekhaka3, a
tool for distributed annotation that provides user-
friendly interfaces to facilitate the annotation pro-
cess of various common NLP tasks in a straight-
forward and efficient way. We propose a sequen-
tial annotation model, where an annotator carries
out multiple annotation tasks relevant for a small
text unit, such as a verse, before proceeding to
the next. The tool has full Unicode support and
is designed to be language-agnostic, meaning it
can be used with corpora from any language, mak-
ing it highly versatile. The tool sports eight task-
specific user-friendly annotation interfaces corre-
sponding to eight general categories of NLP tasks:
sentence boundary detection, canonical word or-
dering, free-form text annotation of tokens, token
classification, token graph construction, token con-
nection, sentence classification and sentence graph
construction. The goal of the tool is to streamline
the annotation process, making it easier and more
efficient for annotators to complete multiple NLP
tasks on the same corpus. Annotators can partic-
ipate in the annotation without any programming
knowledge. Additionally, the tool’s easy setup and
intuitive administrator interface make it accessible
to administrators with minimal technical expertise.

2 Background

An annotation tool is crucial for the successful com-
pletion of any annotation task, and its success relies
heavily on its usability for the annotators. Apart
from this, the tool should be easily installable and

2For corpora without clear sentence boundaries, like lan-
guages with limited punctuation or poetic corpora

3Antarlekhaka is a Sanskrit word meaning ‘annotator’.

should support web deployment for distributed an-
notation, allowing multiple annotators to work on
the same task from different locations. The admin-
istration interface of the tool should also be intu-
itive and should provide convenient access to com-
mon administrative tasks such as corpus upload,
ontology creation, and user access management.
Additionally, often there is a need for multiple an-
notation tasks to be completed on the same corpus.
A well-designed annotation tool should encompass
these features to ensure a smooth, efficient, and
accurate annotation process.

Numerous text annotation tools are available that
target specific annotation tasks, such as WebAnno
(Yimam et al., 2013), INCePTION (Klie et al.,
2018), GATE Teamware (Bontcheva et al., 2013),
FLAT (van Gompel, 2014), BRAT (Stenetorp et al.,
2012), doccano (Nakayama et al., 2018) and more.
However, each of these tools falls short in fulfilling
all the requirements of an ideal annotation tool. For
instance, WebAnno is rich in features but becomes
complex to use and experiences performance is-
sues as the number of lines displayed on the screen
increases. Both WebAnno and BRAT lack full
support for Firefox (Fort, 2016), an issue that was
rectified in INCEpTION. GATE Teamware suffers
from shortcomings such as inadequate support for
relation and co-reference annotation (Herik et al.,
2018), installation issues (Neves and Ševa, 2021)
and complexity for average users (Yimam et al.,
2013). FLAT uses a non-standard FoLiA XML data
format and the system is not intuitive (Neves and
Ševa, 2021). BRAT has not been actively4 devel-
oped and exhibits issues such as slowness, limited
scope for configuration and limitations regarding
file formats (Yimam et al., 2013). The tool doc-
cano, although simple to set up and intuitive, only
supports labeling tasks. Sangrahaka (Terdalkar and
Bhattacharya, 2021), while being easy to set up
and use, focuses only on the annotation towards
creation of knowledge graphs and lacks support
towards general-purpose NLP annotation tasks.

Some annotation tools including INCEpTION

4The latest version was published in 2012
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Table 1: Comparison of NLP annotation tools based on primary features and supported tasks

INCEpTION GATE BRAT FLAT doccano Sangrahaka Antarlekhaka

Distributed Annotation ✓ ✓ ✓ ✓ ✓ ✓ ✓
Easy Installation ✓ ✓ ✓ ✓ ✓
Sequential Annotation ✓
Querying Interface ✓
Token Text Annotation ✓ ✓ ✓ ✓ ✓
Token Classification ✓ ✓ ✓ ✓ ✓ ✓
Token Graph ✓ ✓ ✓ ✓ ✓ ✓
Token Connection ✓ ✓ ✓ ✓ ✓ ✓
Sentence Boundary ✓ ✓
Word Order ✓
Sentence Classification ✓ ✓
Sentence Graph ✓

use spans for marking most annotations, which a
user by selecting and dragging mouse cursor over
the corpus text. This method, while versatile, has
a trade-off that the annotation process is slower
and more tedious. Importantly, none of these tools
address crucial tasks like canonical word ordering.
Hence, there is a need for an annotation tool that is
user-friendly, easy to install and deploy, and encom-
passes all the necessary tasks for NLP annotation.

Thus, for the general purpose multi-task annota-
tion of NLP tasks, we present Antarlekhaka. The
annotation is performed in a sequential manner on
small units of text (e.g., verses in poetry). The
application is language and corpus agnostic. The
tool is able to process data in two different for-
mats: the standard CoNLL-U5 format and plain
text format. Regular-expressions based tokenizer
is applied when using the data in plain text format.

Tab. 1 shows a comparison of the prominent an-
notation tools. We also conduct an objective eval-
uation of Antarlekhaka using the scoring method-
ology proposed by (Neves and Ševa, 2021). We
modify the criteria suitable to the domain of NLP
annotation. Details of the evaluation are described
in Sec. 4. It is important to note that while some
of the existing tools, in theory, have the capabil-
ity to support certain NLP tasks, they may not be
designed with user-friendly interfaces.

3 Architecture

Antarlekhaka is a language-agnostic, multi-task,
distributed annotation tool presented as a Web-
deployable software. The tool makes use of several
technologies, including Python 3.8 , Flask 2.2.2 ,
and SQLite 3.38.3 for the backend, and HTML5,
JavaScript, and Bootstrap 4.6 for the frontend.

Flask web framework powers the backend of
Antarlekhaka providing a robust and scalable in-

5https://universaldependencies.org/format.html

frastructure. A web framework is responsible for
a range of backend tasks, including routing, tem-
plating, managing user sessions, connecting to
databases and others. The recommended way to
run the tool in a production environment is using
a Web Server Gateway Interface (WSGI) HTTP
server, such as Gunicorn , which can operate be-
hind a reverse proxy server such as NGINX or
Apache HTTP Server . However, any WSGI server,
including the built-in server of Flask, can be uti-
lized to run the application.

SQLite is used as the database management sys-
tem to store and manage the data and metadata
associated with the annotation tasks. An Object
Relational Mapper (ORM) SQLAlchemy6 is used
to interact with the relational database. This allows
the user to choose any supported dialect of tradi-
tional SQL, such as SQLite, MySQL , PostgreSQL ,
Oracle , MS-SQL , Firebird , Sybase and others7.

The frontend of the tool, built using HTML5,
JavaScript, and Bootstrap, provides user-friendly
interfaces for annotators and administrators. The
tool provides a feature-rich administrative interface
to manage user access, corpus, tasks and ontology.
The tool also includes eight types of intuitive anno-
tation interfaces, explained in detail in Sec. 3.3.

The tool simplifies setup with a single configura-
tion file that controls various customizable aspects.
Overall, by combining the state-of-the-art technolo-
gies, Antarlekhaka offers a powerful and flexible
solution for large-scale annotation projects.

3.1 Workflow

The workflow of the system is demonstrated in
Fig. 2. The application is presented as a full-stack
web-based software. It follows a single-file configu-
ration system. An administrator may configure the
tool and deploy it to web, making it immediately

6https://www.sqlalchemy.org/
7https://docs.sqlalchemy.org/en/20/dialects/
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Figure 2: Workflow of Antarlekhaka

available for use. User registration is supported.
User access is controlled by a 4-tier permission sys-
tem, namely User, Annotator, Curator and Admin.

The tool has eight annotation interface templates
corresponding to eight generic categories of NLP
annotation tasks: sentence boundary detection,
canonical word order, free-form token annotation,
token classification, token graph construction, to-
ken connection, sentence classification, and sen-
tence graph construction. Various NLP tasks can be
modelled using each of these categories. More than
one tasks of same category may be required for a
specific annotation project. For example, named en-
tity recognition (NER) and parts-of-speech (POS)
tagging are both examples of token classification.
To facilitate this, the administrative interface allows
an administrator to create multiple tasks of each
category. Additionally, an administrator can also
control the set of active tasks, order of the tasks,
ontology for the relevant tasks, corpus management
and user access management.

We propose a streamlined sequential mode of
annotation where an annotator completes multiple
tasks for a single unit of text before moving on to
the next unit. The set and order of tasks is cus-
tomizable through an administrative interface. We
consider a small logical block of text as a unit for
the annotation, e.g., a verse from the poetry corpus.

3.2 Data

The data for corpus can be in either of two for-
mats: CoNLL-U format or plain text format and
can contain Unicode text. CoNLL-U is a widely
used format for linguistic annotation, and it is based
on the column format for treebank data. The for-
mat is designed to store a variety of linguistic an-
notations, including part-of-speech tags, lemmas,
morphological features, and dependencies between
words in a sentence. Data in CoNLL-U format can

be obtained from treebanks such as Universal De-
pendencies (De Marneffe et al., 2021), which is
a project that aims to develop cross-linguistically
consistent treebank annotation. In addition, NLP
tools such as Stanza (Qi et al., 2020) are capable of
processing a general corpus of text and producing
data in CoNLL-U format.

Plain text data is processed using a regular-
expression based tokenizer, which is a process that
splits the text into individual units of meaning, such
as verses, lines and tokens using patterns defined
in the form of regular expressions to identify the
respective separators. The plain text processor mod-
ule is a pluggable component. An administrator
may reimplement it using any language specific
features or tools as long as the data output by the
module meets the current format specifications.

After the data has been imported, it is organized
in a five-level hierarchy structure consisting of:
Corpus, Chapter, Verse, Line, and Token. The hier-
archical structure of the data provides a clear and
organized framework for annotating and analyzing
the data, making it easier to capture the relation-
ships between different elements of the data.

3.3 Task Categories and Interfaces

The annotation supports annotation towards eight
categories of annotation tasks and offers intuitive
interfaces for each category. Annotators view the
corpus in the form of text units (e.g., verses) on
the left, and an annotation area on the right. After
submitting annotations for a task, the interface au-
tomatically advances to the next task. Annotators
are expected to complete all the tasks associated
with a text unit before moving on to the next unit.
This, however, is not strictly enforced, allowing
annotator to still go back to modify annotations.
Fig. 3 showcases the overall annotation interface.

The administrator can configure task-related in-
formation, including task titles, instructions, active
tasks, and their order, through the administrative
interface. This interface is illustrated in Fig. 5
(Appx. A). Tasks such as user access management,
corpus creation, and ontology management also
have intuitive administrative interfaces. Next, we
provide a detailed description of each task category
and its corresponding interface.

3.3.1 Sentence Boundary Detection
The importance of the sentence boundary task is
not limited to languages without distinct sentence
markers; it also pertains to poetry text, making it
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Figure 3: Annotation Interface: a Sanskrit corpus split into small units, and annotation area with task tabs

relevant to all languages.
The annotator’s task is to identify and mark sen-

tence boundaries by placing the delimiter ‘##’ (two
‘hash’ symbols) at the end of each sentence in the
provided editable text area prefilled with the orig-
inal text. If the sentence does not end in the dis-
played unit, the user does not add any delimiters.
After marking sentence boundaries, the user can
proceed to the next annotation task. An illustration
of this annotation task is shown in Fig. 6 (Appx. A).

It is worth mentioning that although the sentence
boundary task is given primary citizen treatment,
it can still be turned off for languages where it is
not applicable. In such instances, the boundaries
of annotation text units (e.g., verses) are treated as
sentence boundaries.

3.3.2 Canonical Word Order
All sentences that end in the current unit of text
are displayed to the annotator as a list of sortable
tokens. The annotator can rearrange these tokens
into the correct canonical word order by dragging
them into place. Additionally, if any tokens are
missing, the annotator can add them as well. A
visual representation of this task is shown in Fig. 7
(Appx. A). The sorting capability is made possible
through the use of the jQuery UI (Sortable plugin)8.

3.3.3 Token Annotation
The token annotation interface allows an annotator
to add free-form text associated with every token.
This free-form text can have different purposes,
such as to identify the root word of a word (lemma-
tization), to separate multi-word expressions into
individual words (compound splitting), to analyze
the morphological structure of a word (morpholog-
ical analysis), etc. The token annotation interface
is shown in Fig. 8 (Appx. A).

8https://api.jqueryui.com/sortable/

3.3.4 Token Classification
Token classification is a process of assigning pre-
defined categories to individual tokens in text data.
It is a special case of free-form token annotation,
wherein the annotations are guided by an ontology.
For such a task, an administrator must create an on-
tology. During the annotation process, an annotator
is provided with a list of tokens, each accompanied
by a dropdown menu, from which they can select
the appropriate category for relevant tokens. Some
common examples of token classification tasks in-
clude NER, dependency tagging, POS tagging, and
compound classification. Fig. 9 (Appx. A) illus-
trates the token classification interface.

3.3.5 Token Graph
A token graph is a graph representation of the sen-
tence, where the nodes are tokens belonging to a
single sentence and the relations are based on an
ontology. Tasks such as dependency parse tree,
constituency graph, action graph are examples of
tasks belonging to this category.

Semantic triple9 is a standard format to repre-
sent and store graph-structured information in a
relational database in a systematic manner. The in-
terface allows an annotator to add multiple relations
per sentence in the form of subject-predicate-object
triples, where subject and object are tokens from
the sentence and the predicate is a relation from the
task specific ontology. The valid values of subject,
object and predicate appear in individual dropdown
menu elements for the annotator to choose from.
Erroneous triples may also be removed. During
the annotation process, an annotator can view the
current status of the token graph at any time using
the ‘Show Graph’ button. Fig. 10 (Appx. A) shows
the token graph interface with graph visualization.

9https://en.wikipedia.org/wiki/Semantic_triple
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3.3.6 Token Connection
Token connection is similar to token graph, how-
ever, there is a single type of relation to be cap-
tured. For example, when marking co-references,
only connecting the two tokens to each other is
sufficient, while the relationship ‘is-coreference-of’
is implicit. The tool provides a special simplified
interface for this scenario. In addition to implicit
relations, token connections can also be established
across sentences. The annotator is presented with
a list of clickable tokens from the current sentence
as well as tokens from a context window of pre-
vious n (a configuration parameter with default
as 5) sentences. The annotator can add a connec-
tion by clicking on the source token and the target
token one after the other and confirming the con-
nection. If a connection is added in error, it can
be removed as well. In some cases, a connection
might extend beyond the default context window.
To address this, we have incorporated a button that
an annotator can click to load additional context
when needed. The token connection interface is
shown in Fig. 11 (Appx. A).

3.3.7 Sentence Classification
Sentence classification is a task where sentences
are classified into different categories, e.g., senti-
ment classification and sarcasm detection. This
task is similar to ontology-driven token classifi-
cation, with the difference being that classes are
associated with sentences rather than tokens. The
ontology is predefined by the administrator while
setting up the task. The annotator can select the
category for a sentence from a dropdown menu.
Fig. 12 (Appx. A) illustrates the sentence classifi-
cation interface.

3.3.8 Sentence Graph
Sentence graph is a graph representation of rela-
tionships between sentences, captured as subject-
predicate-object triples. The connections can be be-
tween tokens or complete sentences. Tokens from
the previous n (a configuration parameter with de-
fault as 5) sentences are presented as buttons ar-
ranged in the annotated word order. An annotator
creates connections by clicking on the source and
target tokens and selecting the relationship from
a dropdown menu based on an ontology. A spe-
cial token is provided to denote the entire sentence
as an object. Tasks such as timeline annotation
and discourse graphs are examples of tasks belong-
ing to this category. Fig. 13 (Appx. A) shows the

interface for creating sentence graph connections.
Similar to the token graph task, an annotator can
also visualize the sentence graph.

3.4 Clone Annotations

The administrative interface offers the capability
to replicate annotations from one user to another.
This feature proves valuable in cases where certain
annotators possess expertise in specific tasks or if
an annotator leaves a task incomplete, requiring
another annotator to resume the task from their
account. The cloned annotations are displayed just
like regular annotations. However, they maintain
the source information, including the annotator’s
ID and a reference to the original annotation.

3.5 Pluggable Heuristics

The tool supports the use of heuristics as ‘pre-
annotations’ to assist annotators. Heuristics are cus-
tom functions that generate suggestions for the an-
notators to use or ignore. These heuristics are often
specific to the language and corpus, and thus, must
be implemented by the administrator when setting
up the tool. The codebase of the tool outlines the
format and type specifications of the heuristics,
making them a pluggable component.

3.6 Progress Report

Detailed progress tracking serves multiple essen-
tial functions. Firstly, it provides project managers
with the capability to allocate resources effectively
and oversee the distribution of tasks among chap-
ters. This facilitates the early detection of potential
bottlenecks or areas needing extra focus. Moreover,
the breakdown of progress contributes to streamlin-
ing the annotation process, guaranteeing the steady
advancement of all chapters and tasks at an opti-
mal rate. To facilitate this, we’ve developed an
interface that offers a comprehensive overview of
annotators’ progress. This interface provides a de-
tailed breakdown of advancements on a per-chapter
and per-task basis, enabling thorough tracking and
evaluation of their contributions.

3.7 Export

The export interface enables the access, retrieval
and visualization of the annotated data for each task
in a clear and straightforward manner. Annotator
can easily view and export the data in two formats
(1) a human-readable format for easy inspection
and (2) a machine-readable format compatible with
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the standard NLP tools. The specifics of the stan-
dard format depend on the task. For example, a
standard format for NER datasets is the BIO format
(Tjong Kim Sang and De Meulder, 2003), which
stands for begin, inside, and outside. The B-tag
marks the beginning of a named entity, while the
I-tag indicates the continuation of a named entity.
The O-tag signifies that a word is not part of a
named entity. Fig. 14 (Appx. A) illustrates the ex-
port interface showcasing the capability to export
NER data in the standard BIO format. The inter-
face facilitates the visualization and export of graph
representations for tasks related to graphs. The ex-
port interface is accessible not only to annotators
but also to curators, allowing them to review anno-
tations made by other users. This feature serves as
a mechanism for quality control.

3.8 Language Independence

Unicode is a widely used standard for encoding,
representing, and handling text in a uniform and
consistent way across various languages, comput-
ing platforms and applications. The standard as-
signs unique numerical codes to each character in
a large number of scripts. Thus, full Unicode sup-
port allows users to work with text data in their
preferred languages.

4 Evaluation

The tool is being used for annotation of a large cor-
pus in Sanskrit, namely, Valmiki Ramayana. The
details of this project are described in Sec. 4.3.
Additionally, the tool is also being used for the an-
notation of plain text corpus in Bengali language.

Following (Terdalkar and Bhattacharya, 2021),
we have evaluated our tool using a two-fold eval-
uation method of subjective and objective evalua-
tion. We have not used the time taken for annota-
tion as an evaluation metric since annotators often
spend more time processing the text to identify
the relevant information than physically annotating.
Hence, it may not be a reliable measure.

4.1 Subjective Evaluation

For the subjective evaluation, an online survey was
conducted, with participation from 16 annotators.
They were asked to rate the tool on a scale of 1
to 5 across various categories including ease of
use, annotation interface, and overall performance.
The feedback from annotators was predominantly
positive. The tool received a score of 4.3 for ease

Figure 4: Word cloud of comments received in a survey

of use, 4.4 for annotation interface, and an overall
score of 4.1. Furthermore, we gathered comments
from users, and a word cloud over these comments
can be found in Fig. 4.

4.2 Objective Evaluation
The objective evaluation utilized a scoring mech-
anism similar to that employed in previous stud-
ies (Neves and Ševa, 2021; Terdalkar and Bhat-
tacharya, 2021). We retained the additional cate-
gories introduced by (Terdalkar and Bhattacharya,
2021) while incorporating supplementary cate-
gories pertinent to the comprehensive assessment
of a general-purpose NLP tool. These supplemen-
tary categories were designed to gauge the tool’s
support for a diverse range of NLP tasks. Conse-
quently, a total of 29 categories were employed for
the evaluation process. Each tool was assigned a
rating: 1 for full support of a feature, 0.5 for partial
support, and 0 for the absence of a feature.

In this evaluation, Antarlekhaka achieved a score
of 0.79, outperforming other tools like Sangrahaka
(0.74), INCEpTION (0.74) and FLAT (0.71). The
detailed list of the 29 categories used for objectively
scoring the annotation tools can be found in Tab. 2.

4.3 Case Study: Large Sanskrit Text
The Valmiki Ramayana, an ancient Sanskrit text,
presents a rich and intricate narrative with a diverse
array of characters, events, emotions, and settings,
making it an ideal choice for annotation purposes.
We employ Antarlekhaka, for this large-scale an-
notation task, as a case study. The text, sourced
from the Digital Corpus of Sanskrit (DCS) (Hell-
wig, 2010–2021), comprises a total of 18754 verses
distributed across 606 chapters.

The annotation is being performed with the help
of 119 annotators to annotate 5 tasks per verse.
These annotations have resulted in the following
task-specific datasets:
• Sentence Boundary: 1972 sentence markers

across 1499 verses;
• Canonical Word Ordering: 1886 sentences;
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Table 2: Objective evaluation criteria for annotation tools. Each feature is evaluated on a ternary scale of 0, 0.5 and
1, where 0 indicates absence of the feature, 0.5 indicates partial support and 1 indicates full support for the feature.

Criteria Tools

ID Description Weight INCEpTION doccano FLAT BRAT Sangrahaka Antarlekhaka

P1 Year of the last publication 0 1 0 0 1 1 1
P2 Citations on Google Scholar 0 1 0 0 1 0 0
P3 Citations for Corpus Development 0 1 0 0 1 0 0
T1 Date of the last version 1 1 1 1 0.5 1 1
T2 Availability of the source code 1 1 1 1 1 1 1
T3 Online availability for use 1 0 0 1 0 0 0
T4 Easiness of Installation 1 0 1 1 0.5 1 1
T5 Quality of the documentation 1 1 1 1 1 0.5 0.5
T6 Type of license 1 1 1 1 1 1 1
T7 Free of charge 1 1 1 1 1 1 1
D1 Format of the schema 1 1 1 1 0.5 1 1
D2 Input format for documents 1 1 0.5 1 1 1 1
D3 Output format for annotations 1 1 1 1 0.5 0 0
F1 Allowance of multi-label annotations 1 1 0 1 1 1 1
F2 Allowance of document level annotations 0 0 0 0 0 0 0
F3 Support for annotation of relationships 1 1 0 0 1 1 1
F4 Support for ontologies and terminologies 1 1 0 1 1 1 1
F5 Support for pre-annotations 1 0.5 0 0.5 0.5 0 0
F6 Integration with PubMed 0 0 0 0 0 0 0
F7 Suitability for full texts 1 0.5 0.5 1 1 1 1
F8 Allowance for saving documents partially 1 1 1 1 1 1 1
F9 Ability to highlight parts of the text 1 1 1 1 1 1 1
F10 Support for users and teams 1 0.5 0.5 1 0.5 0.5 0.5
F11 Support for inter-annotator agreement 1 1 0.5 0 0.5 0.5 0.5
F12 Data privacy 1 1 1 1 1 1 1
F13 Support for various languages 1 1 1 1 1 1 1
A1 Support for querying 1 0 0 0 0 1 0
A2 Crash tolerance 1 0 0 0 0 1 0.5
A3 Web-based / Distributed annotation 1 1 1 1 1 1 1
A4 Sequential Annotation 1 0 0 0 0 1 1
A5 Support for Sentence Boundary Annotation 1 1 0 0 0 0 1
A6 Support for Word Order Annotation 1 0 0 0 0 0 1
A7 Support for Token Classification Tasks 1 1 1 1 1 1 1
A8 Support for Sentence Classification Tasks 1 1 0 0 0 0 1

Total 29 21.5 16.0 20.5 18.5 21.5 23.0
Score 0.74 0.55 0.71 0.64 0.74 0.79

• Named Entity Recognition: 1717 entities in 947
verses based on custom ontology with 89 labels;

• Co-reference Resolution: 2271 co-reference con-
nections across 950 verses;

• Action Graph: 90 action graphs with 720 rela-
tions from 71 verses, where an action graph cap-
tures action-related words, encompassing verbs,
participles, and other action-denoting words and
their relationships with other words.
We continue to enhance these datasets through

the ongoing annotation endeavour.

5 Potential for NLP Research

A natural language annotation tool simplifies the
process of creating datasets for machine learning
models, which is useful for NLP tasks such as
lemmatization, NER, POS tagging, co-reference
resolution, text classification, sentence classifica-
tion, and relation extraction. Annotator-friendly
and intuitive interfaces can simplify the otherwise
tedious process of manual annotation process to
a great extent. The effectiveness of higher-level
tasks such as question-answering, grammatical er-
ror correction and machine translation often relies

on the success of several low-level tasks, which
can be handled by a multiple task annotation tool.
The tool’s ability to handle large amounts of data
and multiple users simultaneously can contribute
to faster completion of these tasks.

6 Conclusions
We have developed a web-based multi-task anno-
tation tool called Antarlekhaka for sequential an-
notation of various NLP tasks. It is available at
https://github.com/Antarlekhaka/code. The tool is
language-agnostic and has full Unicode support.
The tool sports eight categories of annotation tasks
and an annotator-friendly interface for each cate-
gory. Multiple annotation tasks from each category
are supported. The tool enables creation of datasets
for computational linguistics tasks without expect-
ing any programming knowledge from the annota-
tors or administrators. It is actively being used for
a large-scale annotation project, involving a large
Sanskrit corpus and a significant number of annota-
tors, as well as another annotation task in Bengali
language. Antarlekhaka has a potential to propel
research opportunities in NLP by simplifying the
conduction of large-scale annotation projects.
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7 Limitations

While Antarlekhaka is a powerful tool for annota-
tion, it does have some limitations. These include:
• Subjectivity in annotations: Manual annota-

tion can introduce subjective biases and incon-
sistencies among annotators. Currently, there
is no in-built automated mechanism to ensure
inter-annotator agreement and quality check is
performed manually with a small set of cura-
tors. Nevertheless, we plan to implement inter-
annotator agreement metrics in future.

• Language-specific challenges: Antarlekhaka may
encounter challenges specific to certain lan-
guages or linguistic phenomena, including varia-
tions in syntax, morphology, or semantic nuances
that may require additional customization or fine-
tuning. Additionally, languages with complex
orthographic systems or unique writing conven-
tions may pose difficulties.

• Dependency on sequential annotation: Sequen-
tial annotation is one of the strong features of the
tool. However, if the sentence boundary detec-
tion task is enabled, it imposes a dependency in
the sense that other tasks can be performed only
after marking the sentence boundaries.

• Constraints on AI-guided annotation support:
While Antarlekhaka supports incorporation of
heuristics as pluggable components, the in-built
support for AI-guided annotation is still limited
in nature. The inherent language-specific char-
acteristics and limitations of various NLP tools
present challenges in delivering a fully language-
agnostic guided annotation system. However, our
future plans involve the integration of established
NLP tools to offer more comprehensive guidance
for annotators during the annotation process.

8 Ethics Statement

The research conducted in the development and use
of Antarlekhaka adheres to ethical considerations
and guidelines. The annotation tasks performed
using the tool involve the analysis and processing
of language data. We ensure the following ethical
principles:
• Informed Consent: Prior to engaging in annota-

tion tasks, all annotators participating in the re-
search are informed about the nature of the tasks,
their purpose, and the potential use of the anno-
tated data. Annotators provide their voluntary
consent to participate.

• Anonymity and Privacy: All personal information

of annotators is kept confidential and handled se-
curely. The data collected during the annotation
process is anonymized to protect the privacy of
individuals involved.

• Data Usage: The annotated data is solely used
for research purposes and in compliance with rel-
evant data protection regulations. It is not shared
with any third parties without explicit consent or
legal requirements.

• Bias Mitigation: We strive to minimize any bi-
ases that may arise during the annotation pro-
cess. Annotators are provided with guidelines
and training to ensure consistency and fairness
in their annotations. Regular quality checks are
being performed to address any potential bias
issues for the Sanskrit text corpus.

• Annotator Pool: Annotators for the Sanskrit
text corpus are under-graduate and post-graduate
level Sanskrit students from various institutes and
colleges. This ensured that annotations were of
accepted quality. Participation in the annotation
task was voluntary, and everybody who wanted
to annotate was allowed to do so.
By adhering to these ethical principles, we aim to

contribute to the responsible advancement of Natu-
ral Language Processing technologies and promote
ethical practices in language annotation research.
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A Screenshots of Various Interfaces

We showcase various interfaces of Antarlekhaka in
this section. An administrative interface for manag-
ing tasks is shown in Fig. 5. Figs. 6 to 13 illustrate
annotation interfaces for each task category. Fig. 14
highlights the export interface with the capability
to export the data in the standard format.

Figure 5: Task Management Interface: Add, Edit, Acti-
vate, Deactivate, Reorder Tasks

Figure 6: Sentence Boundary Annotation Interface

Figure 7: Word Order Annotation Interface

Figure 8: Token Annotation Interface: Lemmatization

Figure 9: Token Classification Interface: Named Entity
Recognition

Figure 10: Token Graph Interface with Graph Visualiza-
tion: Action Graph
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Figure 11: Token Connection Interface: Co-reference
Resolution

Figure 12: Sentence Classification Interface

Figure 13: Sentence Graph Interface

B Schema

Antarlekhaka utilizes a relational database to store
information such as, corpus data, user data, task
data and annotations. A relational database allows
for efficient storage and retrieval of functional data,
as well as the ability to establish relationships be-
tween different pieces of data. For example, anno-
tations of specific verses by specific users can be
linked allowing the system to quickly locate and
display relevant annotations when needed.

B.1 Tasks
The information regarding tasks is stored in a single
table within the relational database. This table
serves as a centralized repository for information
related to each task, including its title, category, and
instructions for annotators. Each task is assigned a
unique identifier known as a ‘task id’, which serves
as a means of easily referring or linking to a specific
task.

B.2 Ontology
Ontology is required for four task categories: token
classification, token graph, sentence classification,
and sentence graph. The ontology information is
stored as a flat list of labels in four separate tables,
each specific to a particular task category. There
may be multiple tasks corresponding to each of
these categories. Therefore, every ontology table
also has a ‘task id’ column which associates the
ontology entries with the corresponding tasks. This
setup allows for clear organization and linking of
the ontology information with the relevant tasks.

B.3 Annotations
There are eight annotation tables, each correspond-
ing to a different category of annotation tasks. An-
notations of all tasks belonging to each category are
stored in the corresponding table. The annotations
are linked to the semantic units of text, specifically,
the sentences marked in the sentence boundary task.
The other seven annotation tables include a ref-
erence to the ‘boundary id’. In cases where the
sentence boundary task is not necessary, the bound-
aries of the annotation text units (e.g., verse) are
considered as sentence boundaries and annotated
automatically in the background using a special
annotation user. Additionally, to facilitate multiple
instances of tasks from each task category, every
annotation table contains a reference to the ‘task
id’. Finally, each annotation table sports a tailored
schema to support the recording of task specific an-
notations. An ‘annotator id’ associated with every
task annotation table, allows for proper organiza-
tion and tracking of the annotations.

Fig. 15 shows the Entity Relationship (ER) di-
agram on a subset of tables from the relational
database of Antarlekhaka.
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Figure 14: Export Interface: NER data in the standard BIO format

Figure 15: Entity Relationship Diagram illustrating some relevant links. Tables are color coded. Yellow: Annotation
Tables, Orange: Ontology Tables, Blue: Corpus Tables, Pink: User Tables, Green: Task Information Table. The
annotation table for ‘Sentence Boundary’ task is highlighted, showing the references incoming (red) and outgoing
(green) references to other tables.
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Enabling Faster Answers and Cost Savings
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Abstract

The rise of ChatGPT 1 has led to the develop-
ment of artificial intelligence (AI) applications,
particularly those that rely on large language
models (LLMs). However, recalling LLM APIs
can be expensive, and the response speed may
slow down during LLMs’ peak times, caus-
ing frustration among developers. Potential
solutions to this problem include using better
LLM models or investing in more computing re-
sources. However, these options may increase
product development costs and decrease devel-
opment speed. GPTCache 2 is an open-source
semantic cache that stores LLM responses to
address this issue. When integrating an AI ap-
plication with GPTCache, user queries are first
sent to GPTCache for a response before be-
ing sent to LLMs like ChatGPT. If GPTCache
has the answer to a question, it quickly returns
the answer to the user without having to query
the LLM. This approach saves costs on API
recalls and makes response times much faster.
For instance, integrating GPTCache with the
GPT service offered by OpenAI can increase
response speed 2-10 times when the cache is
hit. Moreover, network fluctuations will not
affect GPTCache’s response time, making it
highly stable. This paper presents GPTCache
and its architecture, how it functions and per-
forms, and the use cases for which it is most
advantageous.

1 Introduction

Since OpenAI released ChatGPT, large language
models have impressed many people and have been
frequently integrated into our daily work and lives.
At the same time, more open-source enthusiasts
and tech companies have invested time and effort
into developing open-source LLMs, such as Meta’s
LLama (Touvron et al., 2023a,b), Google’s PaLM
(Chowdhery et al., 2022), Stanford’s Alpaca (Wang

1https://openai.com/chatgpt
2https://github.com/zilliztech/GPTCache

et al., 2023; Taori et al., 2023), and Databrick’s
Dolly (Conover et al., 2023).

There are two ways to use large language mod-
els: online services provided by companies like
OpenAI, Claude, and Cohere or downloading open-
source models and deploying them on your servers.
Both methods require payment. Online services
charge you based on tokens, while deploying mod-
els on your own server requires purchasing specific
computing resources. The choice depends on indi-
vidual needs.

While online services are more expensive, they
are more convenient and effective and provide a bet-
ter user experience than deploying models yourself.
Costs and user experience are two critical consid-
erations for building LLM applications. As your
LLM application gains popularity and experiences
a surge in traffic, the cost of LLM API calls will
increase significantly. High response latency will
also be frustrating, particularly during peak times
for LLMs, directly affecting the user experience.

GPTCache is an open-source semantic cache
designed to improve the efficiency and speed of
GPT-based applications by storing and retrieving
the responses generated by language models. Un-
like traditional cache systems such as Redis, GPT-
Cache employs semantic caching, which stores and
retrieves data through embeddings. It utilizes em-
bedding algorithms to transform the queries and
LLMs’ responses into embeddings and conducts
similarity searches on these embeddings using a
vector store such as Milvus. GPTCache allows
users to customize the cache to their specific re-
quirements, offering a range of choices for embed-
ding, similarity assessment, storage location, and
eviction policies. Furthermore, GPTCache sup-
ports both the OpenAI ChatGPT interface and the
Langchain interface, with plans to support more
interfaces in the coming months.

Through experiments using the
paraphrase-albert-small-v2 model (Reimers
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and Gurevych, 2019) to embed input in the onnx
runtime environment and running it on a local
Mac with i7, 4CPU, and 32G memory, the time
consumed when hitting the cache is approximately
0.3 seconds. Compared to accessing OpenAI
ChatGPT with an average response latency of
3 seconds, the time consumed is only 1/10.
Furthermore, no tokens are consumed when
hitting the cache. Different embedding models
and similarity evaluation algorithms must be
selected in real development scenarios based on
the tolerance for cache errors. Even so, the entire
consumption time is about 3-4 times faster.

2 Related Works

2.1 Accelerating LLM Inference

Accelerating LLM Inference. Large language mod-
els (LLMs) typically take seconds to infer an-
swers, prompting researchers to explore ways to
reduce inference time and resource consumption.
One approach is quantization (Dettmers and Zettle-
moyer, 2023), which decreases the number of bits
needed to represent each parameter and, therefore
reduces the model size. However, this can result
in a trade-off between accuracy and memory foot-
print. Another method is pruning, which can spar-
sify large-scale generative pre-trained transformer
(GPT) models without retraining, as demonstrated
by SparseGPT (Frantar and Alistarh, 2023). Ad-
ditional methods include Compressing (Xu et al.,
2020) and Inference with Reference (Yang et al.,
2023).

2.2 Widespread application of Caching

Widespread application of Caching. Caching is a
commonly used technique to reduce frequent and
computationally expensive data accesses, which
can improve system query performance. Many dif-
ferent caching schemes have been proposed for
various scenarios. For example, semantic knowl-
edge extracted from data can convert cache misses
to cache hits, avoiding unnecessary access to web
sources (Lee and Chu, 1999). Another example is
in querying multiple databases with sensitive in-
formation, where a differentially private cache of
past responses can answer the current workload at a
lower privacy budget while meeting strict accuracy
guarantees (Mazmudar et al., 2022). In addition,
a cached memory architecture for new changes to
embedding tables has been proposed during embed-
ding. In this architecture, most rows in embeddings

are trained at low precision, while the most fre-
quent or recently accessed rows are cached and
trained at full precision (Yang et al., 2020). As
demonstrated, caching is applied in a variety of
real-world development processes.

2.3 Embedding Models

Embedding models (Almeida and Xexéo, 2023) are
a type of machine learning model that map discrete
symbols or objects (such as text, images, audio,
etc.) to continuous vector spaces. These vectors
are called embedding vectors and are indispensable
in many natural language processing (NLP) and
computer vision (CV) tasks.

In NLP tasks, embedding models aim to map text
into a low-dimensional continuous vector space.
This makes it easier for machine learning models
to process the text. The vectors can capture seman-
tic information about the text, such as its meaning
in context. In CV tasks, embedding models can
map images, videos, or objects into a vector space.
This approach allows them to be processed by com-
puter vision algorithms, such as image search and
identification. Common text embedding models
include BERT (Devlin et al., 2019), GloVe (Pen-
nington et al., 2014), and Word2Vec (Goldberg and
Levy, 2014; Mikolov et al., 2013). These models
generate embedding vectors by processing large
amounts of text data. They can also perform well
in many NLP tasks, such as semantic similarity
calculation, part-of-speech tagging, named entity
recognition, and sentiment analysis.

2.4 Vector Store

A vector database is designed for storing and man-
aging vector data. Vector data consists of sequences
of numbers commonly used to represent objects or
features in high-dimensional spaces. For exam-
ple, data types such as images, audio, and natural
language text can be represented as vector data.

Vector databases improve the efficiency and ac-
curacy of vector data retrieval by using vector simi-
larity measures to index and query the data. This
indexing technique allows the database to quickly
find vectors most similar to a query vector, making
it useful for various applications such as sentiment
analysis, image search, speech recognition, and
recommendation systems.
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Figure 1: GPTCache: The architecture comprises six
core components: adapter, pre-processor, embedding
generator, cache manager, similarity evaluator, and post-
processor.

3 GPTCache: Semantic Cache for LLMs

The overall workflow of GPTCache follows the
general cache pattern - attempting to obtain results
from the cache before fetching data or processing
requests. If successful, the process terminates im-
mediately. Otherwise, the processing path is the
same as if the cache did not exist. However, before
returning, the corresponding results are stored in
the cache so that repeated actions will retrieve re-
sults directly from the cache next time. Using the
cache significantly reduces workflow time, which
explains why cache designs are ubiquitous in our
lives, such as multi-level caches in computers, DNS
caches in networks, and Redis/Memcache in man-
agement systems.

3.1 Adapter

The adapter serves as the interface for GPTCache
to interact with the outside world. It is responsible
for converting LLM requests into cache protocols,
controlling the entire cache workflow, and trans-
forming cache results into LLM responses. For
easy integration of GPTCache into our systems
or other ChatGPT-based systems without extra de-
velopment effort, the adapter should be easy to
integrate with all LLMs and flexible enough to in-
tegrate more multimodal models in the future.

3.2 Pre-Processor
The pre-processor handles the input of LLM re-
quests primarily by formatting the information as
the primary key for the cache data. This includes
removing prompt information from inputs, com-
pressing input information, and only retaining the
last certain words for long texts or the last round
in a multi-round conversation. These operations
make the request data more distinguishable from
each other and remove redundant and irrelevant
information from the requests.

Pre-processing is a critical factor affecting the
performance of the cache. For example, suppose
both inputs contain a large portion of prompt in-
formation, where the key part of the information
is only a small portion of the entire input. In that
case, the cache cannot obtain the key information
without eliminating the prompt. This can result in a
high probability that all requests hit the cache. The
preprocessed results are passed to the Embedding
component for vector conversion.

3.3 Embedding Generator
The embedding generator can convert user queries
into embedding vectors for later vector similar-
ity retrieval. There are two methods to achieve
this functionality. The first method generates em-
bedding vectors through cloud services (such as
OpenAI, Hugging Face, Cohere, etc.). The sec-
ond method involves generating embedding vectors
using local models that can be downloaded from
sources such as HuggingFace or GitHub.

3.4 Cache Manager
The cache manager is the core component of GPT-
Cache and has three functions:

• Cache storage: stores user requests and corre-
sponding LLM responses.

• Vector storage: stores embedding vectors and
retrieves similar results.

• Eviction management: controls cache capac-
ity and clears expired data according to LRU
or FIFO policy when the cache is full.

Before a piece of data is stored, an id will be
generated. The id and scalar data will be stored in
cache storage, and the id and vector data will be
stored in vertor storage. In this way, cache storage
and vertor storage are associated. Eviction man-
agement also records these IDs. When cache data
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needs to be cleared, the data corresponding to cache
storage and vertor storage will be deleted based on
the id.

The eviction manager releases the cache space
by deleting data that has been unused for a long
time or is furthest away from using in the GPT-
Cache. If necessary, it removes data from both the
cache and vector store. However, frequent deletion
operations in the vector store can lead to perfor-
mance degradation. Therefore, GPTCache only
triggers asynchronous operations (e.g., index build-
ing, compression, etc.) upon reaching deletion
thresholds.

3.5 Similarity Evaluator

GPTCache retrieves the Top-K most similar an-
swers from its cache and uses a similarity evalu-
ation function to determine if the cached answer
matches the input query. The similarity evalua-
tion module is also crucial for GPTCache. After
research, we eventually adopted the fine-tuned AL-
BERT model. Of course, there is still room for
improvement here, and other language models or
LLMs (such as LLaMa-7b) can also be used.

3.6 Post-Processor

The post-processor is responsible for preparing the
final response to be returned to the user. It can
either return the most similar response or adjust
the response’s randomness based on the request’s
temperature parameter. If a similar response is not
found in the cache, the LLM will handle the request
to generate a response. The generated response will
be stored in the cache before being returned to the
user.

3.7 Key GPTCache Use Cases

Not all LLM applications are suitable for GPT-
Cache, as the cache hit rate is a crucial factor for
the cache’s effectiveness. If the cache hit rate is
too low, the return on investment cannot balance
the input, and there is no need to spend effort on
this feature. This is similar to traditional caching
scenarios, where caching is usually done only on
frequently accessed public nodes to maximize re-
source utilization and system performance and im-
prove user experience.

This paper introduces three critical practical sit-
uations where GPTCache is most beneficial:

1. LLM applications designed for specific do-
mains of expertise, such as law, biology,

medicine, finance, and other specialized
fields.

2. LLM applications applied to specific use
cases, such as internal company ChatBots
or personal assistants like chat-pdf and chat-
paper. These applications can be enhanced
with a cutting-edge AI technology stack called
CVP3 (ChatGPT+Vector DB]+prompt engi-
neering). This combination overcomes the
limitations of knowledge bases and enables
further expansion and innovation.

3. LLM applications with large user groups can
benefit from using the same cache for user
groups with the same profile if user profiling
and classification can be done. This approach
yields good returns.

4 Experiments

To evaluate GPTCache, we randomly scrape some
information from the webpage, and then let chatgpt
produce a corresponding data (similar or exactly
opposite). And then we created a dataset consisting
of three types of sentence pairs:

• Similar sample pairs: two sentences with iden-
tical semantics

• Opposite sample pairs: two sentences with
related but not identical semantics

• Unrelated sample pairs: two sentences with
completely different semantics

Then we evaluate the effectiveness of cache
through five indicators, which are:

1. Cache Hit, which successfully finds similar
values based on the input, which consists of
Positive Hits and Negative Hits.

2. Cache Miss, no similar value was found based
on the input

3. Positive Hits, the obtained cache value is con-
firmed to be similar to the input value

4. Negative Hits, the obtained cache value is
found to be not similar through inspection.

3https://zilliz.com/blog/ChatGPT-VectorDB-Prompt-as-
code
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Cache Cache Positive Negative Hit
Hit Miss Hits Hits Latency
876 124 837 39 0.20 s

Table 1: Results for Caching Hit and Miss Samples,
Caching Mixed Positive and Negative Queries, and Hit
Latency

5. Hit Latency, it includes pre-processing time,
cache data search time, similarity calcula-
tion time and post-processing time. The pre-
processing and post-processing do not use the
model during the test process, and are just
simple character or number comparisons.

In addition, we tried different similarity algo-
rithms and found that they had no impact on the
results, so we used the common cosine similarity.

First, we cached the keys of all 30,000 positive
sample pairs. Next, we randomly selected 1,000
samples and used their peer values as queries. Table
1 presents the results.

We found setting the similarity threshold of GPT-
Cache to 0.7 achieves a good balance between hit
and positive ratios. So we used this for subsequent
tests.

To determine if a cached result is positive or
negative to the query, we used the similarity score
from ChatGPT with a positive threshold of 0.7. We
generated this by prompting:

Please rate the similarity of the follow-
ing two questions on a scale from 0 to 1,
where 0 means not related and 1 means
exactly the same meaning. And ques-
tions, "Which app lets you watch live
football for free?" and "How can I watch
a football live match on my phone?" The
similarity score is.

We issued 1,160 queries with 50% positive and
50% unrelated negative samples. Table 2 presents
the results. The hit ratio was about 50%, and the
negative hit ratio was similar to Experiment 1, in-
dicating GPTCache successfully distinguished re-
lated and unrelated queries.

Next, we tried to also cache all negative samples
and queried with their peers. Surprisingly, despite
high ChatGPT similarity scores (over 0.9) for some
pairs, none hit the cache. The cause of the cache
error could be the similarity evaluator’s fine-tuning
on this dataset correctly undervalued the similarity
of negative pairs.

Cache Cache Positive Negative Hit
Hit Miss Hits Hits Latency
570 590 549 21 0.17 s

Table 2: Results for Caching Hit and Miss Samples,
Caching Mixed Positive and Negative Queries, and Hit
Latency

The initial experiments demonstrate that GPT-
Cache can effectively utilize semantic similarity
to cache LLM query-response pairs and achieve
significant speedups. We plan to conduct more
rigorous evaluations on larger and more diverse
datasets. When tuning the similarity threshold, fur-
ther investigation is required to balance cache hits
versus false positives.

5 Future Challenges

One core factor affecting GPTCache’s caching
effectiveness is the choice of embedding model.
Compared to other component selections, the
choice of embedding model is crucial because sub-
sequent vector database retrieval relies on the em-
bedding vectors. If the vectors cannot adequately
capture the features of the input text, the retrieval
results will be very noisy or even counterproduc-
tive, returning completely irrelevant cached data.
Our testing has shown that even the best cache hit
rates do not exceed 90% with current embedding
models. This means that negative cache hits are
noticeable during use. While this may not greatly
impact individual users, it would be unacceptable
in real production scenarios. Although other meth-
ods, like more strict similarity evaluation, could
improve positive cache hit rates, this would also
decrease the overall hit rate. Most current embed-
ding models are likely optimized for search scenar-
ios but may not work as well for cache matching.
For example, results with semantics opposite to
the input text are acceptable in search since they
have structural similarity, but this is unacceptable
in caching scenarios. Naturally, how to obtain em-
beddings suitable for caching is an open area for
exploration.

Even with a suitable embedding model, positive
hit rates are unlikely to reach production require-
ments, such as 99%, without decreasing cache hits.
The similarity evaluation module plays a core role
in improving positive cache hit rates by filtering
incorrect hits. Our current implementations include
vector distance, retrieving distance, cohere rerank

216



API, and sbert cross-encoder. However, testing
shows these methods do not sufficiently distinguish
between positive and negative cache hits. To ad-
dress this, we are using large models to judge sen-
tence similarity and distill them into a small model
to obtain a specialized model for textual similarity.

As large language models are widely adopted,
their supported token counts have increased from
2k initially to 100k. However, if a single input
exceeds the LLM’s token count limit, it cannot
process the request. Similarly, conversations with
total tokens exceeding the limit must drop some
information. Large token counts from long texts or
conversations pose a challenge for caching, making
it difficult to identify key information and gener-
ate representative vectors. Currently, we utilize
summary models to pre-process and shorten long
inputs, but this approach increases cache instability,
and its effectiveness is not optimistic. Therefore,
special cache lookup methods may be needed for
long texts.

As mentioned earlier, is there any alternative
to retrieving cache data using vector databases?
For example, can we use traditional databases like
MySQL, PostgreSQL, SQL Server, or Oracle to
store cache data, with textual pre-rocessing to stan-
dardize user inputs? For instance, when the inputs
are "tell me a joke" and "I want to get a joke",
can we convert them to a certain string, like "tell a
joke" , or a same number? Cache hits could then
utilize string matching or numeric ranges instead
of vectors.

6 Conclusion

GPTCache is a caching solution tailored for LLM
applications. It brings the following benefits to the
LLM app developers:

• Less costs: Most LLM services charge fees
based on a combination of the number of re-
quests and token count. GPTCache can effec-
tively minimize expenses by caching query re-
sults, thereby reducing the number of requests
and tokens sent to the LLM service.

• Faster response times: LLMs utilize gener-
ative AI to produce responses in real-time,
which can be time-consuming. However,
when a similar query is cached, the response
time greatly improves, as the result is retrieved
directly from the cache without interaction

with the LLM service. In most cases, GPT-
Cache can also offer better query throughput
than standard LLM services.

• More scalable and available: LLM services of-
ten impose rate limits on the number of access
requests within a given timeframe. If these
limits are exceeded, additional requests are
blocked until a cooldown period has elapsed,
leading to service outages. GPTCache al-
lows you to easily scale and handle increas-
ing query volumes, ensuring consistent per-
formance as your application’s user base ex-
pands.

By utilizing semantic similarity search and vec-
tor embeddings, GPTCache provides an effective
caching solution that enhances performance, re-
duces costs, and improves scalability for applica-
tions that use large language models. Our initial
experiments have shown great potential, and we
plan to conduct more comprehensive evaluations
on diverse real-world datasets and application sce-
narios.
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Abstract

We present The Vault, an open-source dataset
of high quality code-text pairs in multiple pro-
gramming languages for training large lan-
guage models to understand and generate code.
We propose methods for thoroughly extract-
ing samples that use both rules and deep learn-
ing to ensure that they contain high-quality
pairs of code and text, resulting in a dataset
of 42 million high-quality code-text pairs. We
thoroughly evaluated this dataset and discov-
ered that when used to train common code lan-
guage models (such as CodeT5, CodeBERT,
and CodeGen), it outperforms the same models
train on other datasets such as CodeSearchNet.
These evaluations included common coding
tasks such as code generation, code summa-
rization, and code search. The Vault can be
used by researchers and practitioners to train
a wide range of big language models that un-
derstand code. Alternatively, researchers can
use our data cleaning methods and scripts to
improve their own datasets. We anticipate that
using The Vault to train large language mod-
els will improve their ability to understand and
generate code, propelling AI research and soft-
ware development forward. We are releasing
our source code and a framework to make it
easier for others to replicate our results.

1 Introduction

The advent of deep learning and advancements in
large language models (LLMs) have spurred a rev-
olution in the field of code representation learning.
These developments, supported by the growing ac-
cessibility of vast open-source code repositories,

∗Equal contribution

have heralded the emergence of code large lan-
guage models (CodeLLMs) for code generation
and understanding tasks. The sheer volume of
these repositories and the rich, unprocessed raw
data they contain, serve as unparalleled resources
for training LLMs. Consequently, current state-of-
the-art models for coding tasks effectively utilize
these expansive datasets for training. However, it is
important to note that these datasets, including The
Stack [Kocetkov et al., 2022] and The Pile [Gao
et al., 2020a], often comprise unprocessed data.

Alternatively, there are established datasets,
such as CONCODE [Iyer et al., 2018b], FunCom
[LeClair et al., 2019], Deepcom [Hu et al., 2020]
for code summarization tasks; APPS [Hendrycks
et al., 2021] for text-to-code generation; and Code-
SearchNet [Husain et al., 2019] for code search.
These datasets contain carefully curated code-text
pairs. Although considerably smaller in compari-
son to raw code datasets (e.g., 2.3M functions in
CodeSearchNet [Husain et al., 2019] versus 197M
files in The Stack [Kocetkov et al., 2022]), they
provide high-quality code-text pairings that signifi-
cantly enhance the effectiveness of model training.

Consequently, we identify two main types of
datasets used to train CodeLLMs: large yet un-
processed, and smaller yet well-structured (e.g.,
arranged into code-text pairs). The scaling law
[Kaplan et al., 2020, Gordon et al., 2021, Sorscher
et al., 2022] indicates that the volume of train-
ing data is crucial for model performance. How-
ever, other studies underscore the importance of
dataset quality over quantity in training superior
LLMs [Zhou et al., 2023, Sorscher et al., 2022, Dau
et al., 2022, Brown et al., 2020, Khan et al., 2020].
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Given these observations, we propose that an ideal
dataset for training CodeLLMs should combine
both elements: it should be expansive in volume
and meticulously processed to ensure quality.

In this paper, we present The Vault dataset, de-
tailing its creation process, the toolkit developed
for constructing and quality-controlling code-text
pairs from raw source code, as well as an analysis
of The Vault’s metrics. We also share empirical
results obtained from utilizing The Vault to fine-
tune well-known foundational models. Our specific
contributions include the following:

• A dataset with approximately 42M pairs of high-
quality code-text pairs (approximately 10 times
larger than CoDesc), 243M unimodal samples,
and 69M pairs of line comments with context
from 10 popular programming languages (Java,
JavaScript, Python, Ruby, Rust, Golang, C#,
C++, C, PHP), more diverse than CodeSearch-
Net, which has six programming languages.

• A novel approach to use a pre-trained language
model for detecting and removing noisy samples
to complement traditional rule-based methods.

• A thorough report of the process for transforming
raw source code into code-text pairs and filtering
noisy samples. We have released the toolkit used
in this process to the open community via a pub-
lic GitHub repository, including tools for parsing
code and docstrings in different programming
languages.

• We perform extensive evaluation where we fine-
tuned different CodeLLMs with The Vault com-
pared to other datasets, such as CodeSearch-
Net on various code understanding tasks, includ-
ing code generation, code summarization and
code search. The results show that models fine-
tuned on The Vault outperform those fine-tuned
on CodeSearchNet (code summarization, code
search) and outperform the original model by a
significant margin (code generation on pass@k
over Human Eval dataset).

2 Related works

Code Large Language Models for Understand-
ing and Generation Code large language mod-
els facilitate various code understanding and code
generation tasks, including but not limited to code
generation [Feng et al., 2020a, Wang et al., 2023,
Elnaggar et al., 2021], code completion [Feng et al.,

2020a, Wang et al., 2023, Peng et al., 2021], pro-
gram repair [Xia et al., 2022], and code trans-
lation [Roziere et al., 2020]. A significant por-
tion of recent research employs language models,
originally developed for natural language process-
ing, for handling code [Feng et al., 2020a, Wang
et al., 2023, Guo et al., Ahmad et al., 2021b, Bui
et al., 2021, Elnaggar et al., 2021, Peng et al.,
2021, Kanade et al., 2020, Chakraborty et al., 2022,
Ahmed and Devanbu, 2022, Niu et al., 2022]. Such
approaches largely regard code as analogous to text
and adapt pretraining strategies that mirror those
used for natural languages. CodeBERT [Feng et al.,
2020a], for instance, modifies a Roberta model [Liu
et al., 2019] to pretrain a code model on multiple
programming languages. CodeT5 [Wang et al.,
2021] and CodeT5+ [Wang et al., 2023] employs
unique identifier information from source code to
pretrain the T5 model [Raffel et al., 2019] for code
in a multi-modal fashion.

Datasets for Code Representation Learning:
Code is commonly represented in training datasets
for foundational LLMs, including the ROOTS cor-
pus [Laurençon et al., 2023] for training BLOOM
[Scao et al., 2022] and The Pile [Gao et al., 2020a]
for training LLaMA [Touvron et al., 2023]. The
code data represented in these datasets are unla-
beled raw source code from GitHub. There is also
a family of code-only datasets for training or fine-
tuning coding-specific LLMs, including The Stack
[Kocetkov et al., 2022], a 3TB corpus of permis-
sively licensed source code, preceded by CodePar-
rot with 50GB of deduplicated source code [Tun-
stall et al., 2022]. These massive datasets are usu-
ally used to train CodeLLMs. However, labeled
data are required for training and evaluating LLMs
for coding tasks involving source code and natural
language descriptions. CodeXGLUE is a bench-
mark dataset Lu et al. [2021] for 10 coding tasks
that include 14 subsets, four of which are code-text
pairs. Most of the code-text pairs in CodeXGLUE
come from CodeSearchNet.

CodeSearchNet (CSN) has also been employed
for pretraining LLMs, enabling supervised learning
techniques to achieve state-of-the-art performance
for models such as CodeT5+ [Wang et al., 2023]
and UniXcoder [Guo et al., 2022]. A few code-
text pair datasets set out to surpass CSN in size.
CoDesc combines existing parallel datasets (CSN,
DeepCom [Hu et al., 2020], CONCODE [Iyer et al.,
2018a], and FunCom [LeClair et al., 2019]), and
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then refines the results from the superset, which
yielded 4.2M Java data samples. PyMT5 [Clement
et al., 2020] is a dataset with 7.7M Python code-
text. However, both of these datasets each contains
code for a single programming language. Notable
datasets created from Stack Overflow 1 include the
necessary code-text data for generating post titles
[Gao et al., 2020b, Liu et al., 2022].

3 The Vault dataset

3.1 Overview
The Stack [Kocetkov et al., 2022] stands as
the largest publicly accessible, multilingual,
permissive-licensed source code dataset, with a
size of 3TB. The Stack serves as the foundational
dataset for constructing The Vault, wherein we
transform raw source code into a compendium of
high-quality code-text pairs. Our transformation
pipeline is designed to efficiently extract data from
source code, create text-code pairings, and remove
noise, yielding three distinct output datasets, as
detailed in Figure 2. We draw from a subset of
The Stack, which comprises code in 10 prevalent
programming languages, such as C, C#, C++, Java,
JavaScript, GoLang, PHP, Python, Ruby, and Rust
(out of the total 300 languages featured in The
Stack). Each language-specific raw source code
feeds into a custom-built tree-sitter2 parser.

This parser is designed to extract functions,
classes, methods, block code snippets, and their
corresponding block or inline comments. The fig-
ure 1 illustrated a basic structure of a code file that
contains multiple levels of code snippets. By ap-
plying a breadth-first search on the Abstract Syntax
Tree (AST) of the root node, the parser is able to
traverse down different node and leaf levels (class,
function, and inline), result three separate datasets:

1. The first output dataset, referred to as Dpaired,
contains pairs of classes (node 1) and functions
(node 3) with corresponding block comments
that serve as docstrings (node 2). After the ini-
tial construction, this dataset proceeds through
a pipeline that employs both rule-based filters
and Deep Learning-based classification to re-
move noisy samples that fail to meet the criteria
detailed in Section 3.2.

2. The second output dataset, denoted as Dunimodal,
1https://stackoverflow.com/
2https://tree-sitter.github.io/

tree-sitter/

consists of standalone functions and classes, not
paired with any docstring or comments, thereby
forming a unimodal dataset.

3. The third and final dataset, Dblock, includes pairs
of arbitrary code blocks (node 4) and inline com-
ments (node 5). To construct this set, we capture
all inline comments. Each comment is paired
with the preceding code block, tagged as the
“previous context” (node 4a), and the following
code block, “next context” (node 4b).

A large number of block comments adhere to
widely accepted docstring formats (Appendix A.5),
encompassing neatly organized details about the
name (identifier) of the associated function or class,
their parameters, arguments, and return types. We
channel these block comments through docstring
parsers, which we have developed and made pub-
licly available, to extract this information as meta-
data for each sample in our dataset. We contend
that this metadata could prove beneficial for down-
stream tasks, prompt settings, and other applica-
tions (Figure 8). Collectively, these three datasets
(Dblock, Dunimodal, and Dpaired) constitute The Vault.
Note that through the evaluation process, only
Dpaired is used since its contains data that is suitable
for training and comparison with other datasets.

3.2 Data Cleaning Pipeline
From preliminary survey of the output dataset con-
taining pairs of classes and functions with their
corresponding block comments Dpaired, we ob-
serve salient patterns that would impair the training
quality for code related tasks. We implemented a
set of rule-based filters (section 3.2.1) to remove
irrelevant information or reformat textual data to be
more descriptive of the corresponding code block.
To address cases where the code-text pairs have
inadequate or erroneous semantic correlation, we
trained a deep-learning model based on CodeBERT
(section 3.2.2) to score the semantic consistency of
a code-text pair and remove low-scoring samples.

3.2.1 Remove Noisy Sample by Rules
Our data pipeline employs 13 rule-based filters
to eliminate noisy patterns in the source dataset.
These filters, detailed in Table 1, are categorized
into three main groups: enhancing readability, pro-
moting consistency, and preserving the intended
usage of the code.

In terms of readability, we strip delimiters, math
formulas, HTML tags, and metadata tags from the
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// Java program for implementation of QuickSort

class QuickSort
{
    /* This function takes last element as pivot,
       places the pivot element at its correct
       position in sorted array, and places all
       smaller (smaller than pivot) to left of
       pivot and all greater elements to right
       of pivot */

    int partition(int arr[], int low, int high)
    {
        int pivot = arr[high];
        int i = (low-1); // index of smaller element

        for (int j=low; j<high; j++)
        {
            // If current element is smaller than or
            // equal to pivot
            if (arr[j] <= pivot)
            {
                i++;
 
                // swap arr[i] and arr[j]
                int temp = arr[i];
                arr[i] = arr[j];
                arr[j] = temp;
            }
        }
 
        // swap arr[i+1] and arr[high] (or pivot)

        int temp = arr[i+1];
        arr[i+1] = arr[high];
        arr[high] = temp;
 
        return i+1;
    }
}

1. Class Node

3. Function Node

2. Block comment Node

5. Line comment Node

4. Nodes
Node 4a and 4b are
previous and next

context respectively

Node 2 is the
docstring of this
function node

4a

4b

Figure 1: The tree-sitter node structure. Classes (1) and functions (3) are extracted along with their corresponding
docstring, which may be in the form of a block comment (2) or a line comment (5). The line comments (5) are
extracted along with their preceding (4a) and succeeding (4b) code nodes for the inline dataset.

text. This ensures a cleaner and more coherent
code-text pairing. For consistency, we remove ele-
ments that may cause irregularities in the dataset.
This includes stripping hyperlinks and embedded
code, and removing empty comments, overly short
or long comments, non-English comments, auto-
generated blocks, and work-in-progress comments.
Lastly, to preserve the original purpose of the code,
we remove comments that are questions or serve as
examples or notes. This rigorous filtering process
guarantees a high-quality dataset, improving the
effectiveness of code-focused language models.

3.2.2 Remove Low-Quality Samples with
Classifier

Beyond the use of rule-based filtering methods, a
crucial question arises: how do we ensure align-
ment between code and text? Random comments
unrelated to the functionality of the code snippet
can contaminate the dataset, necessitating the re-
moval of such misaligned samples to guarantee
quality. To address this issue, we constructed a clas-
sifier utilizing CodeBERT [Feng et al., 2020b], de-
signed to score the semantic relationship between
a function or class and its corresponding docstring.

Categories Percentage (%)

Readability

Strip Delimiters 13.430
Strip Math Formulas 0.021
Strip HTML Tags 3.180
Strip Metadata Tags 5.260

Consistency

Strip Hyperlink 0.510
Strip Embedded Code 12.680
Remove Empty Comments 71.470
Remove Comments Too Short / Long 4.100
Remove Non-English Comments 3.230
Remove Auto-gen Blocks 0.050
Remove Work-in-Progress Comments 0.002

Intended usage

Remove Comments as Questions 0.020
Remove Comments as Examples or Notes 0.460

Table 1: The percentage of constructed code-text pairs
from The Stack caught by each rule-based filter.

In our scoring model, we input code snippets and
docstrings separated by a token < /s >. Approx-
imately 12% of the already rule-filtered code-text
pairs dataset was randomly selected for training.
As labeled data was unavailable, we generated neg-
ative samples by randomly pairing functions and
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Classifier

Functions & classes w/ comment

Rule
Functions & classes wo/ comment

Functions & classes w/
docstring metadata

Code block w/ comment

FunctionsCode blocks

Classes

Raw files Tree-sitter Parsers

Figure 2: Pipeline to create datasets of code blocks with comments Dblock, unimodal code Dunimodal, and code-text
pairs Dpaired from raw source code.

Language Number of functions #Repositories #Tokens

w/docstring All #Unique code
token

#Unique
docstring token

#Unique
identifier

Python 7,825,291 39,221,539 628,069 22,050,020 1,633,062 3,423,694
PHP 4,696,756 30,323,578 439,514 11,203,393 715,546 1,133,437
JavaScript 1,683,568 33,015,657 355,761 4,895,923 501,750 753,399
Java 6,667,422 69,744,181 321,129 16,536,979 1,749,151 2,525,492
C# 3,350,316 35,736,746 150,657 5,485,063 409,220 1,233,383
C++ 1,709,448 28,684,400 116,897 5,630,067 678,063 1,155,241
C 1,685,966 13,762,988 88,556 5,764,837 750,146 1,197,164
Go 5,153,436 23,832,763 241,238 6,818,885 2,472,000 1,918,773
Rust 864,987 8,230,575 68,615 2,130,327 221,877 315,331
Ruby 461,585 4,342,191 61,804 1,436,713 146,237 213,005
Total 34,098,775 286,894,618 2,364,144 73,077,761 7,351,960 12,869,338

Table 2: The size of extracted function data in each programming language.

docstrings within the same programming language.
We then passed the representation of the < s >
token to a linear layer, which produced a semantic
correlation score between 0.0 and 1.0. Code-text
pairs were then filtered using a binary classification
gate with a threshold of 0.5.

To validate our model, we employed GPT 3.5-
turbo for analogous predictions. A million pre-
dictions were generated from unseen instances,
from which we selected 300 per language: 200
high-confidence instances (100 consistent and 100
inconsistent code-text predictions) and 100 low-
confidence instances. GPT 3.5-turbo was in-
structed to assign a consistency score (1-10) for
each instance’s code-docstring pair, serving as a
benchmark for our model’s predictions. For high-
confidence instances, our model agreed with the
GPT 3.5-turbo scores over 80% of the time. Al-
though our model faced challenges with ambiguous
samples, the Area Under the Curve (AUC) met-
ric proved suitable due to our primary goal of ex-

cluding misalignments while preserving matched
examples. An average AUC of 0.89 indicates
that our approach effectively reduced dataset noise
without discarding numerous informative samples.
Detailed configurations and evaluation results are
available in Appendix A.2.

In addition, we use our model to find noisy ex-
amples in the rule-based noise-remove version of
CodeSearchNet in CodeXGlue. Table 3 presents
some inconsistent examples found by our model
for Python, Java and JavaScript of CSN. It can
be observed that detected pairs show strong incon-
sissency between docstring and code.

4 Empirical Evaluation

In this section, we aim to assess the quality of
The Vault in comparison with other datasets, such
as CSN. To substantiate this quality, we fine-tune
prominent CodeLLMs on tasks that necessitate the
involvement of both code and text, including code
summarization, code search, and code generation.
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Languages Inconsistent pairs

Python

// Handy for templates.
def has_urls(self):

if self.isbn_uk or self.isbn_us or self.official_url or self.notes_url:
return True

else:
return False

Java

// only for change appenders
public MapContentType getMapContentType(ContainerType containerType){

JaversType keyType = getJaversType(Integer.class);
JaversType valueType = getJaversType(containerType.getItemType());
return new MapContentType(keyType, valueType);

}

JavaScript

// we do not need Buffer pollyfill for now
function(str){
var ret = new Array(str.length), len = str.length;
while(len--) ret[len] = str.charCodeAt(len);
return Uint8Array.from(ret);

}

Table 3: Examples of Inconsistent pairs in CodeSearchNet found by our model in Python, Java, and Javascript. “//”
represents for docstring section. More examples are demonstrated in Table 15 in Appendix section.

Dataset #PL
#Function

w/ docstring w/o docstring
PyMT5 [Clement et al., 2020] 1 ≈ 7,700,000 -
CoDesc [Hasan et al., 2021] 1 4,211,516 -
CodeSearchNet [Husain et al., 2019] 6 2,326,976 4,125,470
CodeXGLUE CSN [Lu et al., 2021] 6 1,005,474 -
Deepcom [Hu et al., 2020] 1 424,028 -
CONCODE [Iyer et al., 2018b] 1 2,184,310 -
Funcom [LeClair et al., 2019] 1 2,149,121 -
CodeT5 [Wang et al., 2021] 8 3,158,313 5,189,321
THEVAULT 10 34,098,775 205,151,985

Table 4: Comparison of THEVAULT function set to other
code-text datasets.

We then compare these models, which have been
fine-tuned on The Vault, with those fine-tuned on
CSN. The comparison is made using the same test
datasets and commonly employed metrics, such as
BLEU, MRR, and pass@k.

4.1 Dataset Statistics

Table 2 provides the statistics of the samples for
each programming language after undergoing our
data-cleaning pipeline. In total, we have approxi-
mately 34M samples. The table also includes other
information, like the number of tokens for code and
docstrings, and the quantity of repositories.

Table 4 offers a comparison between The Vault
and other parallel datasets frequently used for pre-
training and fine-tuning downstream tasks. These
datasets include Funcom [LeClair and McMillan,
2019], Deepcom [Hu et al., 2020], CONCODE
[Iyer et al., 2018b], CSN [Husain et al., 2019],
CoDesc [Hasan et al., 2021], and non-public data
used for pretraining [Clement et al., 2020, Ciurume-

lea et al., 2020, Wang et al., 2021].
We split the training set into two smaller subsets:

the small set and the medium set that contain 5%
and 20% of the full training set, respectively. To re-
duce data leakage during training, we employed the
MinHash LSH technique to filter training instance
clusters that are close to samples in the validation
and test sets of CSN, HumanEval, and MBPP. Addi-
tionally, during dataset partitioning, we prevented
content from the same repository from appearing in
multiple sets, thereby avoiding any potential inter-
nal data leakage. A more detailed analysis of The
Vault’s data samples at the class and code block
levels can be found in Appendix A.4.

4.2 Experiment Setup

Data splitting: During the experiment phase, The
Vault (Dpaired) was split into three distinct datasets:
training, validating, and testing sets. To avoid data
leakage, we reinforced a policy where code sam-
ples from the same repository must all be in the
same set. In the splitting algorithm, we also in-
cluded as a goal the preservation of the token length
distribution from The Vault’s dataset in each subset.

For richer comparisons, the training set was fur-
ther branched off to two smaller sets, the small and
medium training sets, sampling 5% and 20% of
the full training set, respectively. Details about ex-
periment data can be found in Table 12. Note that
TheVault/small has a comparable size with CSN,
making it fair to assess and compare the quality of
these two datasets.
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Model Dataset Python Java JavaScript Go PHP Ruby Total/Avg
CODESEARCHNET TESTSET (BLEU-4)

CodeT5
raw-TheStack 16.18 9.06 6.23 19.05 7.07 5.78 11.84/10.56
CodeSearchNet 19.55 20.38 16.15 19.83 26.26 15.38 21.24/19.59
TheVault/small 18.94 17.72 13.96 19.92 20.43 15.22 18.83/17.70

PLBART
raw-TheStack 0.86 3.06 0.59 10.91 2.29 0.47 3.23/3.03
CodeSearchNet 17.99 17.38 14.84 17.98 22.54 14.08 18.78/17.47
TheVault/small 14.93 15.66 11.95 17.03 18.00 11.49 15.95/14.84

THEVAULT TESTSET (BLEU-4)

CodeT5
raw-TheStack 16.18 9.06 6.23 19.05 7.07 5.78 11.84/10.56
CodeSearchNet 10.86 8.00 8.42 17.87 17.85 10.26 16.11/12.21
TheVault/small 12.26 11.13 9.68 31.64 38.86 11.23 25.12/19.13

PLBART
raw-TheStack 1.69 4.02 0.43 24.60 4.83 0.49 7.19/6.01
CodeSearchNet 10.24 7.26 7.64 16.90 13.83 9.60 14.39/10.91
TheVault/small 10.23 9.28 8.95 22.78 34.32 9.74 20.29/15.88

Table 5: Smoothed BLEU-4 results for code summarization. The “Total” column demonstrates combined data in
all languages to calculate BLEU, while “Avg” is the average BLEU score on the language level.

Model Fine-tune data
Python Java JavaScript Go PHP Ruby Avg

CODESEARCHNET TESTSET (MRR)

CodeBERT
raw-TheStack 0.3713 0.3492 0.3148 0.5519 0.2731 0.2748 0.3559
CodeSearchNet 0.3793 0.4636 0.4437 0.6201 0.4741 0.5219 0.4838
TheVault/small 0.4074 0.4857 0.4466 0.6578 0.6578 0.5251 0.5301

RoBERTa
CodeSearchNet 0.3479 0.448 0.4254 0.5684 0.4623 0.5147 0.6952
TheVault/small 0.4849 0.5581 0.4962 0.7446 0.5166 0.59 0.5651

UniXCoder
CodeSearchNet 0.3935 0.4549 0.4459 0.5861 0.489 0.5446 0.4857
TheVault/small 0.4427 0.4909 0.4506 0.6416 0.4515 0.5702 0.5079

THEVAULT TESTSET (MRR)

CodeBERT
raw-TheStack 0.318 0.3245 0.1837 0.4194 0.1718 0.0878 0.2509
CodeSearchNet 0.2881 0.3213 0.2409 0.4123 0.1854 0.2579 0.2843
TheVault/small 0.3501 0.4214 0.3216 0.4864 0.2351 0.2904 0.3165

RoBERTa
CodeSearchNet 0.2644 0.3329 0.2371 0.2375 0.1577 0.2574 0.2478
TheVault/small 0.4533 0.5519 0.4386 0.5021 0.2876 0.3717 0.4342

UniXCoder
CodeSearchNet 0.2959 0.344 0.2508 0.185 0.1646 0.2669 0.2512
TheVault/small 0.3852 0.4279 0.3491 0.4628 0.238 0.3201 0.3639

Table 6: Comparison between the models fine-tuned on the CODESEARCHNET and on different THEVAULT training
subsets on code search task.

Infrastructure: All experiments are conducted
on 4 NVIDIA A100 GPUs.

Code search: We select CodeBERT [Feng et al.,
2020a], RoBERTa [Liu et al., 2019] and UniX-
Coder [Guo et al., 2022] as the encoder for embed-
ding source code and natural query, for all exper-
iments. We train 10 epochs for each model with
a sequence max length of 512, and a learning rate
2−5.

Code summarization: CodeT5-base [Wang
et al., 2021] is employed for the summarization
task. We set the max input tokens to 512 and the
max output tokens to 400. We train for 5 epochs
with batch size of 512, the learning rate of 2−4.

Code generation: We use CodeGen 350M and
2B Multi [Nijkamp et al., 2023] to evaluate code
generation. We use the same configuration as in
the code summarization task.

Additionally, we present supplementary re-
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sults to demonstrate the efficiency of our process
pipeline and offer a thorough evaluation of the
dataset’s versatility and adaptability with various
architectures and frameworks in the Appendix A.8.

4.3 Evaluation Results
4.3.1 Code Summarization
For this task, we utilize the Vault and CSN to fine-
tune CodeT5 [Wang et al., 2023] for the task of
code summarization. The Vault and CSN exhibit
significant differences in docstring format. The
Vault retains the complete docstring format, offer-
ing comprehensive descriptions of core logic, pa-
rameters, arguments, and return types. This feature
enables versatile applications in code documen-
tation and various downstream tasks. Addition-
ally, we save the first sentence of each complete
docstring as metadata, termed as short docstring.
To facilitate fair comparison between The Vault
and CSN, we apply post-processing to our full
docstrings and short docstrings training sets,
thereby reducing format distribution disparity.

Table 5 shows the results when comparing
CodeT5 trained on CSN and The Vault for the
code summarization task. Usage of full doc-
strings and short docstrings are signified by “-L”
and “-S” respectively. We use smoothed BLEU-4
score as the evaluation metric. We present fur-
ther experimental outcomes using the Rouge-L
and BERTScore metrics in Appendix, Table 14.
The results show that CodeT5 fine-tuned on The
Vault yields significantly better performance than
on CSN. Although the performance gain when eval-
uated using the CSN test set is marginal (20.49
versus 19.59), it is worth noting that, despite the
intermediary processing, CSN is a considerably
smaller dataset with more consistent docstring pat-
terns. In contrast, our dataset is substantially larger
and exhibits greater diversity, thereby encouraging
broader generalization. When evaluated against
The Vault’s test set, the model fine-tuned on CSN
lags behind by over 10%.

4.3.2 Code Search
We utilize CodeBERT, RoBERTa and UniXCoder
to fine-tune both The Vault and CodeSearchNet for
the purpose of the code search task. The results
of this task, when fine-tuning the model on The
Vault and CodeSearchNet, are illustrated in Table 6.
Remarkably, we attain superior results in most lan-
guages when fine-tund using the smallest dataset,
TheVault/small, in contrast to solely fine-tuning on

Model Fine-tune dataset pass@1 pass@10 pass@100

HUMANEVAL

CodeGen 350M

- 6.67 10.61 16.84
Py/CodeSearchNet 2.76 8.76 14.72
(250k) Py/TheVault 3.74 10.57 16.26
raw/PyTheVault 6.64 15.42 24.80
Py/TheVault 8.14 18.12 30.07

CodeGen 2B
- 14.51 24.67 38.56
Py/TheVault 14.00 25.74 41.72

MBPP

CodeGen 350M
- 7.46 24.18 46.37
Py/TheVault 10.13 33.96 53.20

CodeGen 2B
- 18.06 45.80 65.34
Py/TheVault 27.82 50.06 65.06

Table 7: Result on code generation benchmarks using
CodeGen Multi 350M and 2B model.

the CodeSearchNet corpus. We also furnish a base-
line Mean Reciprocal Rank (MRR) score. MRR
is a widely used metric for evaluating code search
tasks, and in our case, it is trained on 10 different
programming languages and assessed using the test
set from CodeSearchNet and The Vault.

4.4 Code Generation

We experiment with the CodeGen Multi-350M
model [Nijkamp et al., 2023] on the HumanEval
and MBPP datasets to generate code. The scope
of our experiment was limited because the bench-
marks only support Python. We use this checkpoint
and continue fine-tuning this model on The Vault
because CodeGen Multi-350M is trained on the
dataset with multiple languages.

To create Multi-PyCSN and Multi-PyTheVault
models, we fine-tuned the CodeGen pretrained
model on Python subsets of CSN and TheVault.
We sampled the training Python set of TheVault to
match the size of the Python subset in CSN with
250K samples in the first round of fine-tuning. Ad-
ditionally, raw-PyTheStack is a subset of Python
data from The Stack mirroring the size of Python
data present in The Vault dataset, which helps us
to demonstrate the advancements achieved in our
pipeline.

The results of this experiment are shown in table
7. We can see that fine-tuning the CodeGen Multi
350M on The Vault causes the model to improve
significantly in terms of pass@1, pass@10, and
pass@100 on the HumanEval and MBPP bench-
marks. Additionally, CodeGen 2B is used to as-
sess The Vault on larger scale models. Similar to
experiments on small models, table 7 shows that
The Vault can improve the performance of pre-
trained large-scale models. These results validate
The Vault’s ability to improve the performance of
pre-existing pretrained models. In the future, we
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will expand our evaluation to even larger scale mod-
els and assess The Vault’s impact on them.

5 Conclusion

In this paper, we have presented The Vault, a large
dataset of high-quality code-text pairs from 10 pro-
gramming languages, totaling more than 41 million
samples. The Vault was carefully curated to ensure
that each pair meets quality standards, with de-
tailed and informative descriptions and consistent
coding styles. Our analysis has observed various
intriguing patterns and trends that shed light on
the characteristics of programming languages and
coding practices. We are confident that The Vault
will be a valuable resource for researchers and prac-
titioners in this rapidly evolving field, providing
a solid foundation for developing innovative ap-
proaches and advancing the state-of-the-art code
large language models.

Limitations

In our approach, we employed 13 heuristic and
context-specific rule-based filters, curated from
manual data observations. While these filters effec-
tively mitigated noisy patterns, their deterministic
nature precluded comprehensive generalizability.
To address this, we supplemented these rules with
a deep learning approach as described in Section
3.2.2. However, the absence of labeled training
data necessitated pseudo-random sample genera-
tion, which could compromise model soundness
and potentially eliminate quality code-text pairs.
Although cross-validation with GPT 3.5-turbo oc-
casionally revealed scoring inconsistencies, we be-
lieve that human labeling and model fine-tuning
could further refine the dataset.

Compared to The Stack and The Pile, our dataset
is smaller, mainly due to our rigorous quality con-
trol procedures. Moreover, creating AST parsers
for each programming language is a non-trivial
task, limiting our dataset to 10 popular program-
ming languages compared to The Stack’s 300.
Nonetheless, our framework’s codebase is publicly
available, encouraging future contributions to ex-
tend our parsers and rules to additional languages.

The current study primarily utilized small mod-
els with less than 2 billion parameters to illustrate
the value of The Vault. These models effectively
demonstrated the dataset’s potential, but further
research with larger models would shed light on
its robustness and scalability across more complex
tasks. In future work, we plan to conduct experi-
ments using large-scale language models to further
assess the impact of our dataset.
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Q. Lhoest, A. McMillan-Major, G. Dupont, S. Bi-
derman, A. Rogers, L. B. allal, F. D. Toni, G. Pistilli,
O. Nguyen, S. Nikpoor, M. Masoud, P. Colombo,
J. de la Rosa, P. Villegas, T. Thrush, S. Longpre,
S. Nagel, L. Weber, M. Muñoz, J. Zhu, D. V. Strien,
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A Appendix

A.1 Rule-based filters
While some datasets eliminate all special characters
(!@#$%&*() -+=/.,’— ‘) and keep only the first
sentence or the paragraph preceding the first double
endline symbol [Hasan et al., 2021, Mahmud et al.,
2021], our heuristic rules take a different approach.
Instead of discarding such characters outright, we
selectively remove the noisy elements while aiming
to capture as many informative sections as possible.

We analyze each docstring block individually
and retain the sections that meet our quality crite-
ria. Table 8 provides comprehensive descriptions
of our 13 rule-based filters, accompanied by illus-
trative examples. Additionally, table 9 presents the
corresponding percentages of code-text pairs gen-
erated through the application of these rule-based
filters.

A.2 Deep learning-based refinement method
To detect semantic inconsistency between code-text
pairs, we considered fine-tuning on large founda-
tional models such as CodeGen [Nijkamp et al.,
2023], BLOOM [Scao et al., 2022] or leverage
GPT 3.5-turbo APIs. However, these approaches
would incur very high costs in terms of financial
resources, time, and computational power. We de-
cided to train a dedicated model to deal with this
specific task and use GPT 3.5-turbo to cross-check
the predictions.

Training: We trained our model based on Code-
BERT, [Feng et al., 2020a]. The model assigns a
score for semantic correspondence between code
and text, before passing through binary classifi-
cation into Consistent and Inconsistent categories.
We randomly chose 5M samples (500K for each
language in The Vault) and divided them into train-
ing, validation, and testing sets at a ratio of 3:1:1.
The input to the model is the concatenation of the
docstring and the code together with the < /s >
token used to separate them (Figure 3). We use the
representation of the < s > token and feed it into
a linear layer to obtain the output logit.

Since labeled data was unavailable, we utilized
self-supervised learning. We created negative sam-
ples by randomly pairing a function with a doc-
string from the same programming language (Fig-
ure 3).

Cross-check: We used GPT 3.5-turbo to per-
form similar classifications for semantic consis-
tency of code-text pairs. We used a prompting

template to ask GPT 3.5-turbo to score each pair
of code-text on a scale of 1 to 10 for semantic cor-
respondence with a detailed explanation and ran
this prompting template on systematically selected
300 data points from each language with 100 data
points in each of the following groups:

• Consistency group: Examples that the model
gives high confidence prediction to class Con-
sistent. We select the top 100 based on the
output probability for class 1.

• Inconsistency group: Examples that the model
gives high confidence prediction to class In-
consistent. We select the top 100 based on the
output probability for class 0.

• Uncertainty group: Examples that the model
gives uncertain predictions. We select the low-
est top 50 examples for each class.

The systematic sampling scheme helped us se-
lect 2994 samples in function level to be scored out
of millions, reducing the cost of requesting GPT
3.5-turbo API while enabling meaningful analysis.
The prompt input to GPT 3.5-turbo is as follow:
I want you to act as an unbiased

docstring evaluator for code. I will
give you a docstring along with a

source code, and you will give me a
score for the consistency between
them. The score will be on a scale
of 1 to 10, 10 means the docstring
can effectively summarize the code
while 1 means they are inconsistent.
The response answers must contain

the score and the explanation that
follows the format in the response
format.

- Response format:
Score: X
Explanation: Y

- Docstring:
"{docstring}"

- Code:
"{code}"

Empirical Evaluation Results: Table 10
presents the performance of our model with GPT
3.5 turbo’s scores as a reference, along with the
scoring result for each group. In groups with high
confidence, we witness a strong correlation be-
tween our model and GPT 3.5-turbo, with a high
score for Consistency (7.81) and a low score for
Inconsistency (3.15). A similar pattern is observed
in the Uncertainty group, where the average score
is close to the middle of the scale at 5.74.
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Categories Syntax Feature Action Docstring

Comment
Delimiter

Unnecessary comment delimiter Update

/**
* Lexical essentially tokenizer.

*
*/

→ Lexical essentially tokenizer.

Hyperlink URL Link Update

Deletes a Mux asset
@see

https://docs.mux.com/v1/reference#deletean-asset

→ Deletes a Mux asset

Embedded
Code

Inline or embedded code snippets,
command lines, or script excerpts Update

Set the trust level for a key in GPG keychain.
code-block:: bash
salt ’*’ gpg.trust-key key-id=’3FAD9F1E’
trust-level=’marginally’

→ Set the trust level for a key in GPG keychain.
code-block:: bash

Question Question: Why? How?, . . . Update
isup <url> - Is it down for everyone, or just you?

→ isup <url>

Math
formula

\sqrt(), \exp(), \mathbf, . . . Update

Recursive filter design using a least-squares
method.

{[}B,A{]} = YULEWALK(N,F,M) finds the N-th order
recursive filter coefficients B and A.

→ Recursive filter design using a least-squares
method.

Metadata
Tag

Metadata tags or annotations Update

Creates a slice of ‘array’ with ‘n’ elements
dropped

from the end.
@static
@memberOf
@since 3.0.0

→ Creates a slice of ‘array’ with ‘n’ elements
dropped from the end.

HTML Tags HTML tags: <p>... </p>, . . .
Special tags. Update

Constructs a <code>GeneralStoresProductModel</code>
from a plain JavaScript object.

→ Constructs a GeneralStoresProductModel from a
plain JavaScript object.

Example
and note

Code example, note from developers Update

Pull packages data dir.
note: Uses su to access package’s data dir.

→ Pull packages data dir.

Unsuitable
Length

Length < 5, length > 500 Remove Write objects

Non-
English

Not written in English Remove
Retorna uma estrutura com os argumentos
passados para o programa.

Auto-gen Auto-generated Remove
*<!-begin-user-doc->
<!-end-user-doc->
@generated

Under-dev Under-development Remove
Deprecate this build, so that it will be rebuilt if
any other test run wants to use it.

No com-
ment

No docstring/comment in function Remove null

Table 8: Rule-based filters and examples.
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Categories Python PHP JavaScript Java C# C++ C Rust Ruby Go Total
Comment Delimiter 12.02 33.38 9.94 11.98 16.7 6.92 13.28 8.43 9.13 4.95 13.43
Hyperlink 0.95 0.44 0.66 0.25 0.71 0.15 0.11 0.59 1.11 0.65 0.51
Embedded Code 31.65 1.09 1.38 1.41 1.39 6.51 6.16 0.67 3.18 2.41 12.68
Question 0.03 0 0.02 0.02 0.01 0.03 0.02 0.06 0.13 0.02 0.02
Math formula 0.1 0 0.01 0.01 0.01 0.02 0.02 0.01 0 0 0.021
Metadata Tag 0.62 6.81 1.86 2.69 2.15 4.35 6.14 0.83 1.69 0.46 5.26
HTML Tags 0.79 0.68 0.8 2.7 17.15 0.31 0.45 1.13 1.56 0.13 3.18
Example and note 1.4 0.26 0.36 0.34 0.22 0.18 0.4 0.45 0.79 0.3 0.46
Unsuitable Length 5.11 8.79 3.90 2.20 2.75 4.58 3.86 2.26 5.19 4.37 4.10
Non-English 1.69 5.72 3.26 4.16 2.62 4.1 1.94 0.42 1.53 1.77 3.23
Auto-gen 0.01 0 0 0.2 0 0 0 0 0 0 0.05
Under-dev 0.02 0 0 0 0 0 0 0 0 0 0.002
No comment 60.54 49.0 78.5 77.15 76.16 80.95 72.28 80.43 71.55 69.75 71.47

Table 9: The percentage of constructed code-text pairs from The Stack caught by each rule-based filter, by
programming language.

<s> </s>
...

...

Positive example

<s> </s>

Negative example

Java 

random
select

</s>

</s>

Figure 3: Input representation and Negative sample generation for code-docstring inconsistency detection.

In addition, we use GPT 3.5-turbo’s scores to
generate pseudo-labels and calculate accuracy and
AUC for our model. We set a relative threshold of
5 to determine the labels. It can be witnessed that
our model performs well in high-confidence groups
but struggles in the uncertainty group. However,
the accuracy is influenced by the choice of rela-
tive threshold, we consider Area Under the Curve
(AUC) to measure the false positive and true pos-
itive rates. The metric shows a convincing result
averaging 0.89, enabling us to effectively reduce a
high amount of noise in our dataset while avoiding
excluding too many informative examples. Finally,
after removing noisy data using the proposed deep
learning method, we notice a decrease of 1.3% in
the dataset.

We use our model to find noisy examples in the
rule-based noise-remove version of CodeSearch-
Net in CodeXGlue. Table 15 illustrates some exam-
ples found in 6 programming languages. It can be
observed that detected pairs show strong inconsis-
tency between docstring and code. For instance, the
docstring of the first example in Python does not
give much insight into what the code does or its pur-

pose. The code defines a method named ‘has url’
which checks if the attributes have a non-empty
value; however, the docstring mentions templates
which does not provide enough context to fully un-
derstand how this code relates to templates or its
broader purpose. A similar pattern also presents
in the remaining examples. An example that pro-
vides more clarity is the second example in Ruby.
The docstring describes a function with a ‘YAML
filePath’ parameter, but the function itself does not
actually have this parameter. Besides, our model
is able to identify non-English samples (the sec-
ond example in PHP) that are not captured by the
rule-based method.

A.3 Analysis of Function-Level Data in The
Vault

Detailed description of function level data in The
Vault can be found in Figure 4.

A.3.1 Code and Docstring Analysis
Token Length Distribution: When training seq-
to-seq LLMs, maximum input and output lengths
are typically required. By understanding the distri-
bution of sequence lengths in the corpus, we can
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Language GPT 3.5-turbo score (accuracy) Accuracy (%) AUCConsistency Inconsistency Uncertainty
Python 8.19 ± 1.15 (99%) 3.76 ± 1.96 (69%) 6.20 ± 2.12 (44%) 70.67 0.8559
PHP 7.73 ± 1.32 (96%) 3.01 ± 1.45 (90%) 4.90 ± 2.23 (49%) 78.33 0.8863
JavaScript 7.73 ± 1.25 (99%) 2.95 ± 1.40 (89%) 5.58 ± 2.29 (49%) 79.00 0.8984
Java 7.65 ± 1.71 (94%) 2.73 ± 1.32 (93%) 5.83 ± 2.12 (53%) 80.00 0.9014
C# 7.70 ± 1.35 (97%) 3.31 ± 1.56 (82%) 5.35 ± 2.09 (46%) 75.00 0.8606
C++ 7.51 ± 1.64 (92%) 2.82 ± 1.46 (89%) 5.80 ± 2.33 (57%) 79.33 0.8787
C 7.79 ± 1.10 (98%) 2.99 ± 1.48 (88%) 5.81 ± 2.08 (47%) 77.67 0.9108
Go 8.08 ± 1.21 (99%) 3.68 ± 1.67 (74%) 6.09 ± 2.06 (50%) 74.83 0.8819
Rust 8.03 ± 1.20 (99%) 3.72 ± 1.77 (75%) 6.83 ± 1.62 (50%) 74.67 0.9051
Ruby 7.72 ± 1.03 (98%) 2.51 ± 1.04 (96%) 5.01 ± 2.23 (49%) 81.00 0.9203
All 7.81 ± 1.33 (97%) 3.15 ± 1.59 (84%) 5.74 ± 2.19 (49%) 77.05 0.8874

Table 10: Evaluate CodeBERT using the consistency score provided by GPT 3.5-turbo. We report the mean ± the
standard deviation for the score in each subset.
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Figure 4: Distribution and the number of functions by the presence of docstrings. Functions with docstrings are
further divided into two categories: functions removed by rule-based filters and functions in the final code-text
dataset.
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Figure 5: Code and Docstring tokens length distribution.
The plot shows the lower to upper quartile values of the
number of tokens in the data. The orange solid line |
indicates the median and the green triangle ▲ presents
the mean.

choose appropriate input and output lengths for
training. This can help improve the performance of
training a language model and prevent the resulting
LLMs from producing outcomes too short or too
long for the intended use cases [Kaplan et al., 2020,
Brown et al., 2020].

Our tokenization process utilizes the tree-sitter
framework to parse source code into nodes on an
abstract syntax tree; each node is considered a to-
ken. For docstring tokenization, we tokenize by
word and punctuation. The code and docstring
tokens length distribution for each programming
language is illustrated in Figure 5. The number of
tokens present in a function (average of around 100
tokens) is considerably more than the number of
tokens found in the docstrings (average of 15-30
tokens) that describe it. In particular, among the
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10 programming languages, C and C++ have the
highest number of tokens in a function. This can
be attributed to the fact that these languages are
low-level languages, which typically require more
code to perform a task when compared to higher-
level languages. In the case of docstrings, their
number of tokens is determined not only by the
naturalness of the description in practice but also
by cleaning rules outlined in Section 3.2.1. From
Figure 5-Right and Table 9, it can be observed
that the docstrings in Java and C are lengthy but
are slightly cleaned by update-action rules, indicat-
ing that the docstrings in these two languages are
typically long and more detailed in practice. Mean-
while, the number of tokens of docstrings in C# is
the lowest. The cleaning rules may have played a
role, as a significant proportion of the samples in
C# has been updated based on Comment Delimite
(16,7%) and HTML Tags (17,15%) rules.

Table 2 depicts the overall number of distinct
tokens for each programming language. As our
dataset contains extensive unique tokens, we be-
lieve that model training on The Vault can effec-
tively handle unseen tokens. Besides, we find that
multiple function names are reused due to the rela-
tively small number of unique identifiers compared
to the total number of functions in the dataset. This
finding implies that even for humans, naming func-
tions might be a difficult task.

Docstring Styles: Alongside typical docstrings
that provide brief descriptions of the source code,
many adhere to formatting and style conventions
like Google, Jsdoc, and reST styles, among others.
Our toolkit, designed to parse docstrings and ex-
tract metadata into a dictionary, supports 11 preva-
lent docstring styles. The styles we support and
the information we aim to extract are depicted in
figures 10 and 8 in Appendix A.5. This rich dataset
could inspire research on advanced problems, such
as controlling docstring style during generation or
crafting explanations for function parameters.

Figure 9 provides statistics on the number of
docstrings following a standard style. The data
suggests that styled docstrings constitute a small
fraction of the overall code-text dataset. One pos-
sible explanation is that our style detection rules
are stringent, excluding docstrings with even mi-
nor syntax deviations, which might result in un-
derestimating the number of docstrings adhering
to a specific format. For styled docstrings, Figure
9-bottom presents the distribution of the number

of extracted attributes for each programming lan-
guage, with most having between 1 to 5 elements.
We make our docstring-style parser available to
the community to facilitate easy customization and
enhancement.

A.4 Analyzing for Class and Inline Comment
Set

In Table 11, we provide a statistical analysis of the
number of classes and inline comments in both the
raw set and the filtered set. Since the class structure
is not defined in C and Go, we do not have their
information to give in this table.

Initially, we excluded a substantial number of
class samples from the raw dataset that lacked doc-
strings. The remaining class-docstring pairs un-
derwent additional processing. Since the nature
of classes and functions is similar, their function-
alities can be meaningfully defined by pairs of a
code snippet and a docstring. However, one of the
problems when constructing paired data for class-
comment samples is the large code snippet length
of the class structure. As a result, we set the maxi-
mum number of code tokens that a class can have
to 5000. On average, the code-token length of the
class set is approximately 500, which is around five
times longer compared to the average token length
in the function set, while the number of docstring-
token lengths is similar between the two sets, as
shown in Figure 6. Each pair of class-docstring
is also examined via a rule-based filtering process,
as described in Section 3.2.1, serving as a sample
point in Dpair dataset.

In the Dblock analysis, we initiate the initial for-
mation of the sub-dataset by identifying and extract-
ing inline comments within code functions. The ex-
tracted comments undergo a series of cleaning pro-
cedures similar to those applied to the docstrings
(as discussed in Section 3.2.1). After eliminating
noisy samples, we proceed to establish various in-
tervals for the number of comment tokens, aiming
to determine the optimal upper and lower bounds
that yield high-quality collected comments. Our
observations reveal that inline comments exceed-
ing 15 tokens typically incorporate code snippets,
while comments containing fewer than 3 tokens
lack substantial meaningful information. Conse-
quently, this interval serves as a filtering criterion
to generate the final version of Dblock. Figure 7
shows the distribution of code-token length and
docstring-token length in Dblock set.
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Language
Number of raw classes Number of classes

after filtering
Number of raw

inline comments
Number of inline comments

after filteringw/ comment wo/ comment
Python 497,550 1,440,539 422,187 24,066,884 14,013,238
PHP 2,223,472 6,232,180 1,173,916 9,892,486 5,873,744
JavaScript 494,819 2,409,932 291,479 4,426,086 1,438,110
Java 8,438,772 11,997,783 4,872,485 24,982,298 17,062,277
C# 2,378,379 9,097,968 1,437,800 10,130,704 6,274,389
C++ 285,184 791,355 174,370 20,770,494 10,343,650
Rust 188,517 3,591,465 93,311 2,998,368 2,063,784
Ruby 721,338 2,903,507 353,859 1,236,143 767,563
C - - - 16,009,812 6,778,239
Go - - - 7,574,542 4,390,342
Total 15,228,031 38,464,729 8,819,407 122,087,817 69,005,336

Table 11: The number of classes and inline comments associated with the class and inline set. The symbol ‘-’
indicates that this information is unavailable due to the nonexistence of traditional classes in C and Go.
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Figure 6: Code and Docstring tokens length distribution of the Class set after filtering.
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Figure 7: Code and Docstring tokens length distribution of Dblock set after filtering.

A.5 Docstring Styling

A docstring is a string literal used as a form of docu-
mentation for a module, function, class, or method

definition in programming languages. It is usu-
ally placed as the first statement in the code block
(which can be inside or outside the code block it-
self) and enclosed by a comment delimiter (e.g.,
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triple quotes (“‘) or a star slash (\*)). Depending on
developer comment habit or docstring style format,
docstrings can form two types: one-line docstrings
and multi-line (or block) docstrings. A docstring
can provide a concise summary of the functionality
while also providing a detailed description of the
code block, including its parameters, return val-
ues, exceptions, and other relevant information (as
illustrated in Figure 8)

The primary purpose of a docstring is to provide
clear, concise, and easily accessible documenta-
tion for a code block. Docstring styles are conven-
tions followed while writing docstrings to ensure
consistency, readability, and ease of understanding
throughout a codebase. This has become a standard
for clean code in the industry and has developers
saving tons of time when it comes to understanding
or (auto-)generating documentation (using Sphinx,
Doxygen, etc).

There are several popular docstring styles, such
as Google Style, NumPy Style, reStructuredText
(reST) Style for Python programmers, JavaDoc
Style or Doxygen for Java users, each with its own
formatting rules, structure and target programming
language (docstring style examples and preferred
language are listed in Figure 10). The statistic for
docstring style corresponding to function level is
presented in Figure 9. We believe that information
inside a docstring is extremely useful and can pro-
vide numerous advantages for various applications
in the fields of AI for source code, such as pro-
viding more precise and relevant search results for
code search and retrieval tasks, or the performance
of code analysis or refactoring can be significantly
improved while the identifier of a parameter and its
corresponding docstring information is available.

A.6 Experiment setup

Data splitting: During the experiment phase, The
Vault (Dpaired) was split into three distinct datasets:
training, validating, and testing sets. To avoid data
leakage, we reinforced a policy where code sam-
ples from the same repository must all be in the
same set. In the splitting algorithm, we also in-
cluded as a goal the preservation of the token length
distribution from The Vault’s dataset in each subset.

For richer comparisons, the training set was fur-
ther branched off to two smaller sets, the small
and medium training sets, sampling 5% and 20%
of the full training set, respectively. Details about
experiment data can be found in 12.

Language
Training set

Valid set Test set
Small Medium Full

Python 370,657 1,952,110 7,772,647 30,992 21,652
Java 351,213 1,612,366 6,629,193 22,677 15,552
JavaScript 82,931 404,729 1,640,416 22,044 21,108
PHP 236,638 1,155,476 4,656,371 21,375 19,010
C 105,978 381,207 1,639,319 27,525 19,122
C# 141,090 783,166 3,305,891 24,787 19,638
C++ 87,420 410,907 1,671,268 20,011 18,169
Go 267,535 1,319,547 5,109,020 19,102 25,314
Ruby 23,921 112,574 424,339 17,338 19,908
Rust 35,367 224,015 825,130 16,716 23,141
Total 1,702,750 8,356,097 33,673,594 222,567 202,614

Table 12: The proportion of training, validation, and
test set of THEVAULT.

Infrastructure: All experiments are conducted
on 4 NVIDIA A100 GPUs.

Code search: We select CodeBERT, as the en-
coder for embedding source code and natural query,
for all experiments. We train 10 epochs for each
model with a sequence max length of 512, and a
learning rate 2−5.

Code summarization: Codet5-base is em-
ployed for the summarization task. We set the
max input tokens to 512 and the max output tokens
to 400. The training batch size is set to 512, the
learning rate is 2−4, and training for 5 epochs.

Code generation: We use 350M parameters of
CodeGen to evaluate code generation. We use the
same configuration as in the code summarization
task.

A.7 Experimental results on code
summarization

We report Rouge-L, BERTScore, and BLEU-4 met-
rics on test sets of CSN and The Vault in Table 14.
The results obtained from the experiments clearly
indicate that models trained on our dataset con-
sistently outperform CSN on all three evaluation
metrics. This notable improvement across the met-
rics serves as strong evidence for the syntactic and
semantic richness embedded within our dataset for
code summarization. This highlights the effective-
ness of our dataset in enabling models to grasp
contextual information and generate high-quality
summaries that accurately represent the underlying
code functionality.

A.8 Ablation study
In this section, we assess TheVault’s versatility
and adaptability by providing additional experi-
mental results on several architectures (RoBERTa
[Liu et al., 1907], UniXcoder [Guo et al., 2022],
PLBART [Ahmad et al., 2021a]) for code search
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Model Fine-tune data Python Java JavaScript Go PHP Ruby Rust C C++ C# Avg
CODESEARCHNET TESTSET (MRR)

CodeBERT

CodeSearchNet 0.3793 0.4636 0.4437 0.6201 0.4741 0.5219 - - - - 0.4838
TheVault/small 0.4074 0.4857 0.4466 0.6578 0.6578 0.5251 - - - - 0.5301
TheVault/medium 0.6585 0.6945 0.6197 0.8571 0.638 0.7096 - - - 0.6962
TheVault 0.6952 0.7242 0.6562 0.8789 0.6646 0.7474 - - - - 0.7278

RoBERTa CodeSearchNet 0.3479 0.448 0.4254 0.5684 0.4623 0.5147 - - - - 0.6952
TheVault/small 0.4849 0.5581 0.4962 0.7446 0.5166 0.59 - - - - 0.5651

UniXCoder CodeSearchNet 0.3935 0.4549 0.4459 0.5861 0.489 0.5446 - - - - 0.4857
TheVault/small 0.4427 0.4909 0.4506 0.6416 0.4515 0.5702 - - - - 0.5079

THEVAULT TESTSET (MRR)

CodeBERT

CodeSearchNet 0.2881 0.3213 0.2409 0.4123 0.1854 0.2579 - - - - 0.2843
TheVault/small 0.3501 0.4214 0.3216 0.4864 0.2351 0.2904 0.326 0.2996 0.3015 0.3483 0.3165
TheVault/medium 0.5929 0.6215 0.549 0.6862 0.3642 0.514 0.5705 0.5362 0.5264 0.5268 0.5488
TheVault 0.6448 0.6633 0.592 0.7111 0.3891 0.5607 0.6243 0.5947 0.5932 0.5616 0.5935

RoBERTa CodeSearchNet 0.2644 0.3329 0.2371 0.2375 0.1577 0.2574 - - - - 0.2478
TheVault/small 0.4533 0.5519 0.4386 0.5021 0.2876 0.3717 0.4195 0.3805 0.37 0.4099 0.4342

UniXCoder CodeSearchNet 0.2959 0.344 0.2508 0.185 0.1646 0.2669 - - - - 0.2512
TheVault/small 0.3852 0.4279 0.3491 0.4628 0.238 0.3201 0.363 0.2934 0.2861 0.3473 0.3639

Table 13: Code search results of various architectures and training dataset.

and code summarization tasks. Besides, in order to
validate the efficiency of our processing pipeline,
we conduct a comparison between the performance
of models trained on The Stack (raw data) and The
Vault (processed data). Specifically, we established
three function-level subsets, each approximately
the size of TheVault/small (≈1.7M code-text in-
stances). These subsets were created by randomly
sampling the raw function-level dataset extracted
from The Stack, without applying any filtering (re-
ferred to as raw-TheStack). We use three different
seeds to sample raw-TheStack and report the aver-
age result. Tables 13 and 14 illustrate the results
for code search and code summarization, corre-
spondingly. As a result, in the code search task,
models trained on The Vault consistently outper-
form all baseline models, underscoring both the ef-
ficiency of our processing pipeline and the dataset’s
ability to generalize across different architectures.
For code summarization, our pipeline has simi-
larly witnessed strong effectiveness compared to
raw-TheStack. Particularly, during training on the
raw-TheStack dataset for the code summarization
task, we found that the PLBART and CodeT5 gen-
erate outputs with substantial noise. These outputs
are characterized by a prevalence of special tokens
like // and *. This finding strongly underscores the
efficacy of our filtering process in enhancing the
quality of the dataset. However, the result using
CSN shows superior performance on CSN’s testset
than using The Vault. The reason for this is our
mention of the post-processing step (section 4.3.1)
to reduce the difference between the CSN and The
Vault filtering methods, where the syntactic distri-
bution can still exhibit nonidentical characteristics,

which can affect the BLEU score. However, this
gap could be reduced by using the full version of
The Vault as shown in Table 5.
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Language Finetune dataset CodeSearchNet The Vault
Rouge-L BERTScore BLEU-4 Rouge-L BERTScore BLEU-4

Python

CodeSearchNet 34.000 88.827 19.55 (20.36) 26.798 87.055 10.86
TheVault/medium-S 34.676 88.905 19.74 30.335 87.633 13.06
TheVault-S 36.499 89.211 21.15 31.786 87.929 14.14
TheVault/medium-L 33.848 88.734 18.88 30.947 87.716 13.36
TheVault-L 35.024 88.921 19.83 32.251 87.954 14.33

Java

CodeSearchNet 35.625 89.132 20.38 (20.46) 27.297 87.385 8.00
TheVault/medium-S 33.385 88.490 18.62 31.320 87.897 11.17
TheVault-S 35.495 88.907 20.43 33.137 88.268 12.00
TheVault/medium-L 32.561 88.161 18.29 30.773 87.596 11.50
TheVault-L 35.221 88.782 20.37 32.882 88.000 12.47

JavaScript

CodeSearchNet 28.330 87.568 16.15 (16.24) 24.895 86.519 8.42
TheVault/medium-S 26.528 87.017 14.88 27.891 86.846 10.58
TheVault-S 28.345 87.384 16.30 29.817 87.320 11.71
TheVault/medium-L 27.062 87.057 14.95 28.290 86.936 10.83
TheVault-L 27.869 87.276 15.63 30.572 87.391 12.38

PHP

CodeSearchNet 41.346 89.981 26.26 (26.09) 39.960 89.281 17.85
TheVault/medium-S 34.802 88.125 21.78 63.984 93.287 37.72
TheVault-S 37.297 88.676 23.53 65.401 93.580 38.30
TheVault/medium-L 33.325 87.963 20.27 65.195 93.679 39.13
TheVault-L 36.478 88.641 23.21 67.089 94.012 40.13

Go

CodeSearchNet 40.076 90.487 19.83 (19.76) 38.189 89.994 17.87
TheVault/medium-S 42.011 90.816 21.38 54.030 92.372 34.47
TheVault-S 44.649 91.188 24.37 54.889 92.541 35.44
TheVault/medium-L 41.480 90.731 21.22 56.721 92.994 39.27
TheVault-L 44.063 91.108 23.96 57.681 93.130 40.38

Ruby

CodeSearchNet 28.196 87.371 15.38 (15.69) 24.500 86.417 10.26
TheVault/medium-S 29.680 87.559 16.09 26.904 86.964 12.26
TheVault-S 31.133 87.830 17.15 28.535 87.280 13.79
TheVault/medium-L 29.389 87.565 15.42 27.485 87.044 12.63
TheVault-L 30.634 87.759 16.53 29.141 87.223 14.24

Total

CodeSearchNet 36.739 89.341 21.24 30.563 87.853 16.11
TheVault/medium-S 34.935 88.755 19.91 39.589 89.278 26.02
TheVault-S 37.120 89.163 21.73 41.079 89.591 27.41
TheVault/medium-L 34.086 88.585 19.16 40.544 89.473 27.71
TheVault-L 36.305 89.024 21.14 42.187 89.753 29.32

C

TheVault/medium-S - - - 28.132 86.277 10.21
TheVault-S - - - 33.275 87.353 13.39
TheVault/medium-L - - - 29.151 86.566 11.32
TheVault-L - - - 35.009 87.807 14.86

C#

TheVault/medium-S - - - 39.480 89.616 23.88
TheVault-S - - - 46.854 90.819 31.11
TheVault/medium-L - - - 39.720 89.652 24.30
TheVault-L - - - 46.594 90.788 31.05

C++

TheVault/medium-S - - - 28.029 86.719 14.55
TheVault-S - - - 29.942 87.116 16.18
TheVault/medium-L - - - 28.815 86.827 14.85
TheVault-L - - - 30.754 87.163 16.65

Rust

TheVault/medium-S - - - 30.416 87.758 13.30
TheVault-S - - - 32.535 88.126 14.72
TheVault/medium-L - - - 30.999 87.862 13.75
TheVault-L - - - 32.857 88.142 15.18

Table 14: Experimental results for code summarization. For models that are finetuned on The Vault, “-S” annotation
refers to finetuning process using short docstring field as summarization, while “-L” represents the docstring field.
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Languages Inconsistent pairs

Python

// Handy for templates.
def has_urls(self):

if self.isbn_uk or self.isbn_us or self.official_url or self.
notes_url:

return True
else:

return False

// compresses the waveform horizontally; one of
// ‘‘"normal"‘‘, ‘‘"resync"‘‘, ‘‘"resync2"‘‘
def phase_type(self, value):

self._params.phase_type = value
self._overwrite_lock.disable()

Go

// InWithTags, OutWithTags, Both, BothWithTags
func Predicates(from Shape, in bool) Shape {

dir := quad.Subject
if in {

dir = quad.Object
}
return Unique{NodesFrom{

Quads: Quads{
{Dir: dir, Values: from},

},
Dir: quad.Predicate,

}}
}

// select Surf ro PhomtomJS
func (self *DefaultRequest) GetDownloaderID() int {

self.once.Do(self.prepare)
return self.DownloaderID

}

Java

// supplied callback function.
public boolean rm(Pipe pipe, IMtrieHandler func, XPub pub)

{
assert (pipe != null);
assert (func != null);
return rmHelper(pipe, new byte[0], 0, 0, func, pub);

}

// only for change appenders
public MapContentType getMapContentType(ContainerType

containerType){
JaversType keyType = getJaversType(Integer.class);
JaversType valueType = getJaversType(containerType.

getItemType());
return new MapContentType(keyType, valueType);

}
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Languages Inconsistent pairs

JavaScript

// we do not need Buffer pollyfill for now
function(str){
var ret = new Array(str.length), len = str.length;
while(len--) ret[len] = str.charCodeAt(len);
return Uint8Array.from(ret);

}

// WeakMap works in IE11, node 0.12
function (fn, name) {
function proxiedFn() {
’use strict’;
var fields = privates.get(this); // jshint ignore:line
return fn.apply(fields, arguments);

}

Object.defineProperty(proxiedFn, ’name’, {
value: name,
configurable: true

});

return proxiedFn;
}

PHP

// -> NEW
public function consumerId()

{
if (isset($this->session->data[’customer_id’]) === true) {

return $this->session->data[’customer_id’];
}
return null;

}

// disini mo ba atur akan apa mo kamana
private function _parse_routes()

{
$uri=implode(’/’, $this->uri->segments());

if (isset($this->router[$uri])) {
return $this->_set_request(explode(’/’, $this->router

[$uri]));
}

foreach ($this->router as $key → $val) {
$key = str_replace(’:any’, ’.+’, str_replace(’:num’,

’[0-9]+’, $key));

if (preg_match(’#ˆ’.$key.’$#’, $uri)) {
if (strpos($val, ’$’) !== FALSE AND strpos($key,

’(’) !== FALSE) {
$val = preg_replace(’#ˆ’.$key.’$#’, $val,

$uri);
}

return $this->_set_request(explode(’/’, $val));
}

}

$this->_set_request($this->uri->segments());
}
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Languages Inconsistent pairs

Ruby

// Initialize a new page, which can be simply rendered or
// persisted to the filesystem.
def method_missing(name, *args, &block)

return meta[name.to_s] if meta.key?(name.to_s)
super

end

// Accepts the path of the YAML file to be parsed into
// commands - will throw a CommandException should it have
// invalid parameters
// @param filePath [String] Path for YAML file
def action_options

# Attempt resolution to outputs of monitor
return @action_options unless @monitor_class.outputs.length >

0
action_options = @action_options.clone
@monitor_class.outputs.each do |output, _type|
action_options.each do |option_key, option_value|
action_options[option_key] =
option_value.gsub("{{#{output}}}", @monitor.send(output).

to_s)
end

end
action_options

end

Table 15: Inconsistent pairs in CodeSearchNet found by our model. “//” represents for docstring section.

def x_intercept (m, b): 
"""

Return the x intercept of the line M{y=m*x+b}. 

The X{x intercept} of a line is the point at which it crosses

the x axis (M{y=0}).

This function can be used in conjuction with L{z_transform}

to find an arbitrary function's zeros.

@type m: number

@param m: The slope of the line.

@type b: number

@param b: The y intercept of the line. The X{y intercept} of

a line is the point at which it crosses the y axis (M{x=0}).

@type count: string

@param count: The outlier param

@rtype: number

@return: the x intercept of the line M{y=m*x+b}.

@author: Epydoc's Documents
@see: https://epydoc.sourceforge.net/manual-epytext.html

"""

pass

Docstring Style:
Epytext

5. Return's docstring
and type

3. Param's docstring
and type

1. Short docstring

2. Docstring

6. Others

Identifier Parameter list

4. Outlier param's
docstring and type

Figure 8: Structure of a docstring and its metadata.
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Python PHP JavaScript Java C# C++ C Rust Ruby
0.00

0.25

0.50

0.75

1.00
1e7

w/style
all

Languages Python PHP JavaScript Java C# C++ C Rust Ruby
w/style 2853520 8271 39295 14432 2754629 32517 25233 84427 156286
all 9893858 5455989 2562158 7886299 4011467 1934958 1978551 1076588 544867

0 5 10 15 20 0 5 10 15 20 0 5 10 15 20 0 5 10 15 20 0 5 10 15 20 0 5 10 15 20 0 5 10 15 20 0 5 10 15 20 0 5 10 15 20

Figure 9: Number of docstrings follows a specific style over all extracted code-text pairs. Upper figure and Middle
table illustrate statistics for docstrings with style. Lower figures present the histogram of extracted attributes in the
range of 1-20 for docstrings in each language. Golang does not have a supported style.
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Google Style

Python"""
Test function.
Args:
    param1 (int): Description of param1.
    param2 (str): Description of param2.
Returns:
    bool: Description of the return value.
"""

/**
* Test function.
*
* @param param1 Description of param1.
* @param param2 Description of param2.
* @return Description of the return value.
*/

JavaDoc

Java C C++ C#Java C C++ C#

Jsdoc

JavaScript/**
* Test function.
*
* @param {int} param1 - Description of param1.
* @param {string} param2 - Description of param2.
* @return {bool} Description of the return value.
*/

reST

Python

reST

Python"""Test function.
:param param1: Description of param1.
:type param1: int
:param param2: Description of param2.
:type param2: str
:return: Description of the return value.
:rtype: bool
"""

Rdoc

Ruby

Rdoc

=begin
Test method.

@param param1 [Integer] Description of param1.
@param param2 [String] Description of param2.
@return [Boolean] Description of the return value.
=end

RustDoc

Rust

RustDoc

Rust/**
* Test function.
** # Arguments
* `param1`: Description of param1.
* `param2`: Description of param2.
* # Returns
* Description of the return value.
*/

PHPdoc

PHP

PHPdoc

PHP/**
* Test function.
*
* @param int $param1 Description of param1.
* @param string $param2 Description of param2.
* @return bool Description of the return value.
*/

Doxygen

C C++ C#C C++ C#/**
* Test function.
* @brief Constructor.
* @param param1 Description of param1
* @param param2 Description of param2
* @see Test()
*/

XML

C#/// <summary>
/// Test function.
/// </summary>
/// <param name="param1">Description of param1.
</param>
/// <param name="param2">Description of param1.
</param>
/// <returns>
/// Description of the return value.
/// </returns>

Epytext

PythonPython"""
Test function.
@type param1: int
@param param1: Description of param1
@type param2: string
@param param2: Description of param2
@rtype: bool
@return: Description of the return value.
"""

NumPy Style

Python

NumPy Style

Python"""
Test function.
Parameters
----------
param1 : int
Description of param1.
param2 : str
Description of param2.
Returns
-------
bool
Description of the return value.
"""

Figure 10: Supported docstring styles.
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trlX: A Framework for Large Scale Open Source RLHF

Louis Castricato
EleutherAI

Abstract

Reinforcement learning from human feedback
(RLHF) utilizes human feedback to better align
large language models with human preferences
via online optimization against a learned re-
ward model. Current RLHF paradigms rely on
Proximal Policy Optimization (PPO), which
quickly becomes a challenge to implement and
scale up to large architectures. To address this
difficulty we created the trlX library (Havrilla
et al., 2023) as a feature-complete open-source
framework for RLHF fine-tuning of models up
to and exceeding 70 billion parameters. We
implemented support for multiple types of dis-
tributed training including distributed data par-
allel, model sharded, as well as tensor, sequen-
tial, and pipeline parallelism.

Biography

Louis Castricato is a research scientist at
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engineering. Previously, Louis was head of LLMs
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Southeast Asia LLMs: SEA-LION and Wangchan-LION

David Tat-Wee Ong,
AI Singapore

Peerat Limkonchotiwat
Vidyasirimedhi Institute of
Science and Technology,

Thailand

Abstract

SEA-LION (Southeast Asian Languages In
One Network) (Singapore, 2023) is a fam-
ily of multilingual LLMs that is specifically
pre-trained and instruct-tuned for the South-
east Asian (SEA) region, incorporating a cus-
tom SEABPETokenizer which is specially
tailored for SEA languages. The first part
of this talk will cover our design philoso-
phy and pre-training methodology for SEA-
LION. The second part of this talk will cover
PyThaiNLP’s (Phatthiyaphaibun et al., 2023)
work on Wangchan-LION, an instruct-tuned
version of SEA-LION for the Thai community.

Biography
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WangchanX project, a Thai NLP group develop-
ing applications based on research. His projects in
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Towards Explainable and Accessible AI

Brandon Duderstadt
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Abstract

Large language models (LLMs) have recently
achieved human-level performance on a range
of professional and academic benchmarks. Un-
fortunately, the explainability and accessibil-
ity of these models has lagged behind their
performance. State-of-the-art LLMs require
costly infrastructure, are only accessible via
rate-limited, geo-locked, and censored web in-
terfaces, and lack publicly available code and
technical reports. Moreover, the lack of tooling
for understanding the massive datasets used to
train and produced by LLMs presents a critical
challenge for explainability research. This talk
will be an overview of Nomic AI’s efforts to
address these challenges through its two core
initiatives: GPT4All (Anand et al., 2023) and
Atlas.
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visualization tool that enables anyone to interact
with massive unstructured datasets, like those
consumed and produced by AI models, using only
their web browser.

247

https://openreview.net/forum?id=ex8iI838YE
https://openreview.net/forum?id=ex8iI838YE


Author Index

Anand, Yuvanesh, 59, 247

Bang, Fu, 212
Beauchemin, David, 19
Bellew, Douglas, 102
Bhattacharya, Arnab, 199
Bollmann, Marcel, 83
Bui, Nghi D. Q., 219

Callison-Burch, Chris, 65
Caragea, Cornelia, 141
Castricato, Louis, 246
Chaovavanich, Korakot, 25
Chormai, Pattarawat, 25
Curtis, Brenda, 102

Dau, Anh T. V., 219
Di Eugenio, Barbara, 141
Diesner, Jana, 190
Duderstadt, Brandon, 59, 247
Dugan, Liam, 65

Garcia-Olano, Diego, 165
Geuter, Jonathan, 8
Ghaffari, Parsa, 179
Ghalandari, Demian Gholipour, 179
Giorgi, Salvatore, 102
Gowda, Thamme, 110
Grobol, Loı̈c, 54
Grundkiewicz, Roman, 110
Grypari, Ioanna, 37
Guntuku, Sharath Chandra, 102
Guo, Jin, 219
Guo, Richard, 59
Günther, Michael, 8

Hai, Nam Le, 219
Hokamp, Chris, 179
Hwang, Alyssa, 65

Jain, Rohit, 110
Jovanovic, Andrej, 130
Junczys-Dowmunt, Marcin, 110

Kashyap, Sanjna, 78
Khayrallah, Huda, 110
Kokhlikyan, Narine, 165
Kruse, Maya, 147

Kumar, Ritesh, 120
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