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Abstract

Multi-hop Question Generation is the task of
generating questions which require the reader
to reason over and combine information spread
across multiple passages employing several rea-
soning steps. Chain-of-thought rationale gener-
ation has been shown to improve performance
on multi-step reasoning tasks and make model
predictions more interpretable. However, few-
shot performance gains from including ratio-
nales have been largely observed only in +100B
language models, and otherwise require large-
scale manual rationale annotation. In this pa-
per, we introduce a new framework for apply-
ing chain-of-thought inspired structured ratio-
nale generation to multi-hop question genera-
tion under a very low supervision regime (8-
to 128-shot). We propose to annotate a small
number of examples following our proposed
multi-step rationale schema, treating each rea-
soning step as a separate task to be performed
by a generative language model. We show that
our framework leads to improved control over
the difficulty of the generated questions and bet-
ter performance compared to baselines trained
without rationales, both on automatic evalua-
tion metrics and in human evaluation. Impor-
tantly, we show that this is achievable with a
modest model size.

1 Introduction

Recently, there has been a surge of interest in the
NLP community in the idea of providing super-
vision to language models(LMs) in the form of
human-written rationales (Wiegreffe and Maraso-
vic, 2021; Camburu et al., 2018; Jansen et al., 2018;
Aggarwal et al., 2021; Geva et al., 2021; Inoue
et al., 2020) which explain why and how the target
label is arrived at. Using human-written explana-
tions as an intermediate step has been shown to im-
prove performance on a variety of predictive tasks,
compared to the cases where no rationales are pro-
vided (Wiegreffe and Marasovic, 2021). However,

rationales are expensive to collect through manual
annotation at a large scale.

Explanations can take several forms, such as
textual highlights, free-text explanations and struc-
tured explanations. In this work, we focus on the
latter two. By rationales we refer to several struc-
tured sentences enumerating intermediate steps of
reasoning required to solve a multi-step reasoning
problem before producing the target text.

In chain-of-thought rationale generation
paradigm (Wei et al., 2022b; Zelikman et al.,
2022), LMs learn to generate rationales - a step
toward explainable NLP models. Prompting LMs
with few-shot rationale examples has been shown
to improve performance for multi-step reasoning
tasks compared to standard prompting without
rationales (Wei et al., 2022b). However, this effect
is only observed in extremely large language
models (XLLMs) with +100b parameters (Wei
et al., 2022b; Lampinen et al., 2022). At the same
time access to XLLMs is limited in the research
community due to costs and infrastructure required
to fine-tune and inference them. In many cases
these models are never released publicly.

In essence, supervision from rationales is a richer
signal compared to supervision from only target
labels, especially for multi-step reasoning tasks.
However, only XLLMs have been shown to cap-
ture this signal in few-shot regimes. In this paper
we assume large-scale rationale annotation to re-
main unavailable since it is tedious and arguably
more expensive to generate than standard target
label annotation. This leads to a currently unad-
dressed challenge of solving multi-step problems
by smaller LMs than XLLMs in a few-shot regime.

This work deals with the complex task of Multi-
hop Question Generation(MQG) where, given mul-
tiple passages and a pre-defined answer, the objec-
tive is to generate challenging questions that cannot
be answered only from reading a single passage,
this task requires many steps of reasoning to ac-
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complish and we further constrain ourselves to the
case where supervision available is restricted to a
few number of labelled examples.

Our contributions can be summarized as follows.
We propose a new framework called Reasoning
Circuits applicable specifically for the often en-
countered constraints faced in real-world where:
1. Large-scale annotation is not possible or avail-
able, only a limited number of examples of a multi-
step reasoning problem are available.
2. Access limited to modest neural compute infras-
tructure that can support training models up to a
maximum of 3 billion parameters.
3. Budget for rationale annotation is limited.

In this work we apply this framework to MQG
task in a few-shot setting. This entails identifying
reasoning steps human annotators employ to gener-
ate multi-hop questions and codifying them into a
structured rationale annotation scheme, and man-
ually producing rationale annotations for the few
examples, capped at a maximum of around 200 ex-
amples. A generative model is then fine-tuned with
a mixture of tasks where each "task" refers to a sin-
gle smaller step of reasoning derived from the struc-
tured rationales designed for the MQG task. We
report improvements over baselines where no ratio-
nale was employed on automatic evaluation metrics
as well as human evaluation. We also show re-
duced gap in performance between our system only
trained with approimately 150 examples(training
and validation combined) and prior art that has
been trained with 9,000 to 90,000 examples with-
out rationales on automatic evaluation metrics.

2 Related Work

2.1 Multi-hop Question Generation

Several research studies focus on the task of single-
hop question generation on datasets like SQuAD
(Rajpurkar et al., 2016) for instance, Kim et al.
(2019) propose ASs2s-a, a seq2seq model based
on Long Short-term Memory (LSTM), which sepa-
rately encodes answer and context.

There are studies about generating more difficult
questions on knowledge graphs which includes Tal-
mor and Berant (2018) and Kumar et al. (2019).
However, these are not directly applicable to free-
text since, it is not made up of entity relation
triplets, as is the case with knowledge bases.

Proposed systems for MQG with free-text,
SGGDQ-DP (Pan et al., 2020), MultiQG (Su
et al., 2020), DFGN+QG (Yu et al., 2020b) and

GATENLL+CT Sachan et al. (2020) rely on exter-
nal tools like name entity recognition, entity linking
and coreference resolution to construct knowledge
graphs with which complex questions are generated
with decoders. Closely related to our work Cheng
et al. (2021) propose to control question difficulty,
by progressively increasing question hops through
step-by-step rewriting with GPT2-small(Radford
et al., 2019) under the guidance of an extracted
reasoning chain, generated also from external tools.
QA4QG (Su et al., 2022) is current state-of-the
art for MQG task, where attention patterns of a
multi-hop question answering model guide a MQG
model.

In the F+R+A system proposed by Xie et al.
(2020) reinforcement rewards for fluency, relevance
and particularly answerability - also generated by a
separate QA model, are introduced in tandem with
standard cross-entropy loss for MQG. In SemQG
(Zhang and Bansal, 2019) two semantics-enhanced
rewards are proposed to regularize a question gen-
eration model. ADDQG (Wang et al., 2020) treats
semantic and syntactic metrics as reinforcement
rewards for MQG task.

All systems cited until now utilise large scale su-
pervision of 90k training examples from HotpotQA
dataset (Yang et al., 2018) with the exception of
Cheng et al. (2021) at 57k. LowResourceQG sys-
tem (Yu et al., 2020a) learns the structural patterns
from unlabeled questions and transfers this to a
MQG model, it is train with 9,000 examples from
HotpotQA dataset.

2.2 Few-shot Rationale Generation

XLLMs can learn to generate valid rationales for
multi-step problems with few-shot in-context learn-
ing examples (Wei et al., 2022b; Lampinen et al.,
2022), smaller models on the other hand, need to
be trained on more rationale annotation to achieve
strong performance. To reduce the dependence on
tedious rationale annotations a hybrid self-learning
approach with smaller 6B parameter LMs has been
proposed by Zelikman et al. (2022) that uses fewer
rationale annotations, however even this method
requires a lot of manually annotated data. Since
the generated silver rationales are noisy, to filter
and improve these rationales large-scale standard
input-target annotation is required. The ground
truth references are used as a proxy to check and
filter out generated silver rationales, by comparing
the references to the predicted target text, produced
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along with the rationales. Ground truth references
also are used to provide hints to the model when
it fails to generate the correct answer. Filtered sil-
ver rationales thus accumulated are then used for
iterative self-training until performance plateaus.

3 Structured Rationales for Multi-hop
Question Generation

HotpotQA dataset (Yang et al., 2018) is one of the
most widely used benchmarks of multi-hop ques-
tion answering and consists of broadly two types
of questions: bridge-entity questions and compar-
ison questions. In bridge-entity questions, which
constitute 75% of the dataset, annotators get pairs
of passages where at least one entity (called the
bridge entity) is present in both passages. In com-
parison questions, annotators are provided a pair of
passages about entities drawn from a similar theme
such as musicians, authors, films, plants among
several categories. A comparison question typi-
cally compares some quality of the central entities
in the two passages. Question types found in this
dataset cover 5 out of 6 total sub-types of multi-hop
questions as identified in recent survey on multi-
hop question answering and generation (Mavi et al.,
2022) originally identified in Min et al. (2019) with
the only exception of commonsense reasoning.

Below, we identified the reasoning steps that
annotators needed to follow in order to create the
questions of each type.

3.1 Bridge Entity Questions
Figure 1 shows examples of reasoning steps for
bridge-type multi-hop questions. Given two pas-
sages and a pre-defined answer to the question to
be generated, an annotator would need to:

(1) Select the bridge entity b, an entity present in
both passages. If the answer is present in both
passages, bridge entity is set to the answer.

(2) From each passage (p1 and p2), extract one
statement (s1 and s2) about the bridge entity
which connects the answer to the bridge entity,
if the passage contains the answer.

(3) Combine the two statements (s1 and s2) into
a single combined statement c.

(4) Substitute bridge entity b in combined state-
ment c with a common noun to get c− b. For
example, replace "the Beatles" with "a band".

(5) Substitute the answer a in c−b with a common
noun preceded by "certain" or "some" to get
c− b−a. For example, the answer entity "5th

March 1992" is replaced by "certain date" or
"someday" and the answer "George Orwell"
is replaced by "certain person" or "someone".

(6) Convert the statement from the previous step
into a question, such that the answer to it is
the provided answer span.

Step 4 is skipped if bridge and answer are the same.

3.2 Comparison Questions

Figure 2 shows two examples of this type. For this
question type, given two passages and a pre-defined
answer, an annotator would need to:

(1) Extract two statements(s1 and s2), one from
each passage, such that a comparison can be
drawn between the two statements, keeping
the answer in mind.

(2) The two statements are combined into a single
statement(c), highlight the nature of similarity
or difference between information from the
two paragraphs, keeping the answer in mind.

(3) Generate a comparative question(qc) from
reading the combined statement and answer.

4 Rationale Steps as a Mixture of Tasks

The step-by-step nature and clearly defined struc-
ture of the rationales identified above motivated us
to formulate this multi-step problem into a mixture
of tasks. A step of reasoning is treated as a task,
only the information required to perform the rea-
soning step is treated as the input and the result of
the reasoning step is the expected output.

We formalise bridge multi-hop question genera-
tion into nine separate smaller steps of reasoning
and we identify 3 steps of reasoning for generat-
ing comparison multi-hop questions. Additionally,
a reasoning step should identify whether a given
pair of passages and answer are more suitable to
generate a bridge question from or a comparison
question instead. For this purpose we create the
first task of predicting the question type.

These reasoning steps or tasks can be catego-
rized into: 1. Control tasks where the outcome is a
control variable whose value decides what reason-
ing path to follow and 2. Generative tasks which
essentially generate free-form text to be treated as
input for later reasoning steps or as the final output.
We describe each of these tasks below.
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Bridge Type 2 Example
Passage 1: ... The Kennedy Compound consists of three houses on six acres ... 
on Cape Cod ...
Passage 2: Hyannisport Club: ... The course is located adjacent to the Kennedy 
Compound and the Kennedy family have long been members of the club. ...
Answer: Kennedy Compound

Bridge entity: Kennedy Compound
Answer entity same as bridge entity: Yes
Statement extracted from Passage 1: The Kennedy Compound consists of three 
houses on six acres on Cape Cod.
Statement extracted from Passage 2: Hyannisport Club is located adjacent to 
the Kennedy Compound.
Combined statement: Hyannisport Club is located adjacent to the Kennedy 
Compound that consists of three houses on six acres and on Cape Cod.
Contract answer from combined statement: Hyannisport Club is located 
adjacent to a certain property that consists of three houses on six acres and on 
Cape Cod.
Multi-hop Question: Hyannisport Club is located adjacent to which property that 
consists of three houses on six acres and on Cape Cod?

Bridge Type 1 Example
Passage 1: Romy Ruyssen is a French mixed martial artist. She ... and headlined the 
first Invicta Fighting Championships event against Marloes Coenen ...
Passage 2: Marloes Coenen ... is a retired Dutch mixed martial artist. ...
Answer: Invicta Fighting Championships

Bridge entity: Marloes Coenen
Answer entity same as bridge entity: No
Statement extracted from Passage 1: Romy Ruyssen headlined the Invicta Fighting 
Championships event against Marloes Coenen.
Statement extracted from Passage 2: Marloes Coenen is a Dutch mixed martial artist.
Combined statement: Romy Ruyssen headlined the Invicta Fighting Championships 
event against Marloes Coenen who is a Dutch mixed martial artist.
Contract bridge entity from combined statement: Romy Ruyssen headlined the 
Invicta Fighting Championships event against a Dutch mixed martial artist.
Contract answer entity from previous statement: Romy Ruyssen headlined a certain 
event against a Dutch mixed martial artist.
Multi-hop Question: Romy Ruyssen headlined which event against a Dutch mixed 
martial artist?

Figure 1: Two examples of bridge rationales that lead to the creation of multi-hop question. Example 1 shows
rationale annotation when answer span is not found in both passages. Example 2 shows another of example of
rationale annotation when the answer is present in both passages, so that the Step 4 is skipped. The highlights in
green and yellow show the answer and bridge entities, in the second example they are the same. In the penultimate
steps, the lighter highlights indicate the substitution of bridge and answer entities with a common noun preceded
by "certain". In the last step typically a Wh- word substitutes "certain" or "some" words, however more radical
transformations also take place in our annotations.

Comparison Example 1
Passage 1: Black Francis ... is an American singer, songwriter and guitarist.
Passage 2: Alex Band is an American musician and singer-songwriter ...
Answer: singer-songwriter

Statement from Passage 1: Black Francis is a singer, songwriter.
Statement from Passage 2: Alex Band is a singer-songwriter.
Combined statement: Black Francis and Alex Band are both singer-songwriters.
Multi-hop Question: What is common between Black Francis and Alex Band?

Comparison Example 2
Passage 1: Ettelaat-e Banuvan ... was the first women's magazine published in Tehran.
Passage 2: Playgirl is an American magazine ...
Answer: Ettelaat-e Banuvan

Statement from Passage 1: Ettelaat-e Banuvan was the first women's magazine 
published in Tehran.
Statement from Passage 2: Playgirl is an American magazine.
Combined statement: Ettelaat-e Banuvan was the first women's magazine published in 
Tehran and Playgirl is an American magazine.
Multi-hop Question: What was the first women's magazine published in Tehran,  
Ettelaat-e Banuvan or Playgirl?

Figure 2: Two examples of comparison multi-hop question. In Example 1 similar attributes of the central figures
in the two passages have been highlighted, later this is turned into a similarity multi-hop question. In Example 2
difference between the two magazines is used as a basis to create a multi-hop question.

4.1 Question Type Task

Task 1 is a control task that decides the question
type. Given input passages p1, p2 and the answer
a, this task assigns the control variable qtype ei-
ther the value bridge, comparison or confused.
The values bridge, comparison are assigned if the
model literally generates the tokens "bridge" and
"comparison" which lead the current input example
to only follow either the bridge or the comparison
tasks trajectories. In case the model gets confused
and fails to generate "bridge" or "comparison" as
its output during test time we assign qtype the value
confused which leads to both bridge and com-
parison task trajectories to be followed and two
questions one of each type are generated.

4.2 Bridge Rationale Steps

Task 2 generates the bridge entity b provided input
passages p1, p2 and the answer a.
Task 3 is a control task that identifies whether
the answer span(a) is present in the provided

passage(pi) or not and assigns the boolean value of
True or False to the variables ina

pi for i in {1, 2}
depending on whether whether the model generates
the token "present" or "absent".

Task 4 is a control task that identifies whether the
answer span(a) is the same as the bridge entity (b)
or not and assigns a value of either True or False
to the variable sameab .

Task 5 generates a statement si which connects
the bridge entity b to the answer entity a from the
passage pi. This task is only run on a passage that
contains the answer entity or ina

pi = True unless
the answer entity is the same as the bridge entity
and present in both passages in which case this task
is not run on either of the passages.

Task 6 generates a statement si about bridge entity
(b) from the passage pi. Inputs include the ith

input passage pi and the bridge entity b. When the
sameab = True, Task 6 is run on both p1 and p2
to get s1 and s2. Otherwise it is only run on the
passage pi where ina

pi = False
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Task 7 generates a single combined statement c
from statements s1 and s2. Inputs to this step in-
clude the answer a the bridge entity b and the gen-
erated statements s1 and s2 from prior steps.
Task 8 This task contracts the bridge entity from
the combined sentence c and substitutes it with a
common noun to get c− b. It is a generative task
and inputs to this step include combined statement
(c), the answer (a) and the bridge entity (b).
Task 9 contracts the answer entity in the sentence
c− b and substitutes it with a indefinite determiner
followed by a common noun to get c − b − a. It
is a generative task and inputs to this step include
combined statement with bridge contracted (c− b),
the answer (a) and the bridge entity (b).
Task 10 transforms the combined statement with
both the answer and bridge contracted (c− b− a)
into a multi-hop question qb enquiring about the
noun which is preceded by "certain" or the some-
word. It is the final reasoning step in the bridge
type rationales and is a generative task. Inputs to
this step include c− b− a, c− b and a.

4.3 Comparison Rationale Tasks
Task 11 simultaneously generates both statements
s1 and s2 which deliberate over a similar or dis-
similar quality about the key entities in passages
p1 and p2 respectively. Input includes passages p1,
p2 and the answer a. The reason for concurrently
producing both s1 and s2 is to maintain the same
decoder state while producing both s1 and s2.
Task 12 generates a single combined statement c, a
conjunction of the two statements s1, s2 emphasis
is on comparison between the two. It is a generative
task, and serves as the second reasoning step in
comparison rationales. Inputs to this step include
the generated statements s1, s2 and answer a.
Task 13 transforms the combined statement c into
a comparitive question qc. It serves as the third
and final reasoning step in comparison rationales.
Inputs to this step include the combined statement
c and the answer a as inputs.

4.4 Rationale Annotation
We annotate a small number of examples from
Hotpot-QA dataset which adhere to the step-by-
step rationale scheme described in the previous two
sub-sections. In recent work on few-shot learning
(Gao et al., 2021), it has been shown that access to
a large development set under a few-shot supervi-
sion regime creates an unrealistic few-shot setting.
To mimic a realistic few-shot setup we pick the

development set to be either smaller than or of the
same size as of the training set. In total we annotate
98 bridge and 50 comparison type questions from
the training set of Hotpot-QA and 32 bridge and 24
comparison type questions from the validation set.

4.5 Reasoning Circuit for Multi-hop Question
Generation

The tasks described above are arranged as shown in
Figure 3. It is an acyclic graph where information
flows from left to right, with generative or control
tasks being performed at each node. At the left
entry point, the system gets two passages and a pre-
defined answer as input, and after being processed
through all the reasoning steps, multi-hop questions
are produced at the other end. Initially, the question
type qtype is determined from passing the inputs
through the Task 1 prompt. After this step, if the
question type is determined to be comparison, then
Tasks 11, 12 and 13 are run sequentially to generate
a comparison multi-hop question. Otherwise, if the
question type is bridge, then Tasks 2 through 10
are run to generate a bridge multi-hop question.

Our proposed few-shot mixture of reasoning
tasks framework is implemented by finetuning a
pretrained bi-directional encoder-decoder masked
language model (MLMs), instead of the auto-
regressive decoder-only language models such as
GPT-2 (Radford et al., 2019) and LaMDA (Thop-
pilan et al., 2022) since MLMs are known to be
superior for question answering tasks, and have
greatly improved parameter efficiency compared to
auto-regressive language models (Sanh et al., 2022;
Wei et al., 2022a) when trained on mixture of tasks.
We use the standard encoder-decoder objective of
maximizing the log likelihood of text in the ground
truth target. For creating input and output prompts,
we closely follow the templates proposed by Chada
and Natarajan (2021) where prompts are aligned to
the format used during the MLM pretraining.

We know that multi-hop reasoning is a complex
natural language task and to build performant sys-
tems for this task, prior art infused many basic
language skills such as named entity recognition
and co-reference resolution into their systems, in
the form of external tools as noted in related work
section. Also, recent findings show that first fine-
tuning models with intermediate tasks like question
answering and natural language inference before
further finetuning (Vu et al., 2020) them on few-
shot examples of target task improves few-shot per-
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Figure 3: Reasoning Circuits: This flowchart depicts the connections between different reasoning steps/tasks.
Control tasks are marked as yellow decision nodes while the generative tasks are marked by blue process nodes.
Edge labels denote the significant inputs that flow from one task to next as well as the value of the control signal at
the root of the edge that enables this edge flow data flow to be enabled. Note that a single LM is fine-tuned on a
mixture of all these reasoning steps and is responsible for serving all the tasks nodes in this flowchart. The edges
represent sequentiality and the post-processing flow of information between the different tasks. A node cannot be
run unless all the nodes to it’s left, connected to it either directly or indirectly, have been run. For instance, Task 13
can only run when Task 1, 11 and 12 have been run.

formance on the target task by priming the model
with basic language understanding skills. For these
reasons, we choose to implement our framework
with the T5 transformer(Raffel et al., 2020) that has
already been pretrained on a variety of downstream
tasks in addition to unlabelled text.

5 Experiments

We conduct all our experiments on T5-3b v1.0
model with 3 billion parameters1. As a baseline,
we consider tuning the same T5-3b model to di-
rectly generate multi-hop questions, without any
rationale input and provided with only the two pas-
sages and answer as input. For the baseline we use
a simple prompt in Appendix A. For the reason-
ing circuit experiment we utilise rationale prompts
described in Appendix A to generate a mixture of
task examples from our few-shot annotation. We
use a learning rate of 2e-5 with no warm-up and
keep constant learning rate throughout. We train
for 35 epochs or 5000 steps whichever is higher.

For fair comparison, we follow the data splits
similar to SGGDQ-DP (Pan et al., 2020), QA4QG
(Su et al., 2022) and SGGDQ-DP (Wang et al.,
2020) to get 90,440 training examples and 6,072
test examples respectively, note however that in-
stead of using the entire test set as validation set as
done in prior work we only validate with same or
lower number of examples as that used for training,

1https://github.com/google-research/text-to-text-transfer-
transformer

see section 4.4 for details. We use two settings as
input to the encoder: 1. The original training data
in HotpotQA, in which each question is paired with
two long documents, and 2. a pre-processed ver-
sion of the data where only supporting sentences
required to answer the gold question are kept. We
conduct experiments with 8, 16, 32, 64, 128 train-
ing examples where 75% of the examples are drawn
from the bridge-type while the remaining 25% ex-
amples are of the comparison type, this is done
to mimic the distribution of question types in the
original HotpotQA dataset. The number of valida-
tion examples is equal to the number of training
examples until the 32-shot experiment. After this
the number of validation examples gets capped at
32 bridge type questions and 24 comparison type
questions. We also conduct an experiment with 148
training examples that constitute all collected anno-
tations. We tune on the average of BLEU1, BLEU2,
BLEU3 and BLEU4 (Papineni et al., 2002), ME-
TEOR (Lavie and Agarwal, 2007), and ROUGE-
L(Lin, 2004) scores on our few-shot validation sets.

6 Results and Analysis

6.1 Automatic Evaluation

The automatic evaluation metrics used are
BLEU1, BLEU2, BLEU3, BLEU4, METEOR, and
ROUGE-L, which measure similarity between gen-
erations and the target reference questions.

We report the resuls in Table 1. Reasoning Cir-
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Models # Training # Validation BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L
Encoder Input: Supporting Fact Sentences

ASs2s-a∗ (Kim et al., 2019) 90,440 6,072 37.67 23.79 17.21 12.59 17.45 33.21
SemQG∗ (Zhang and Bansal, 2019) 90,440 6,072 39.92 26.73 18.73 14.71 19.29 35.63
F+R+A (Xie et al., 2020) 90,440 6,072 37.97 - - 15.41 19.61 35.12
SGGDQ-DP (Pan et al., 2020) 90,440 6,072 40.55 27.21 20.13 15.53 20.15 36.94
ADDQG (Wang et al., 2020) 90,440 6,072 44.34 31.32 22.68 17.54 20.56 38.09
QA4QG-Large (Su et al., 2022) 90,440 6,072 49.55 37.91 30.79 25.70 27.44 46.48
Cheng et al. (2021) 57,397 6,072 - - 21.07 15.26 19.99 -
Finetuning 8 8 24.40 13.76 7.49 4.50 17.18 24.63
Reasoning Circuits 8 8 20.19 10.85 5.93 3.65 15.53 21.45
Finetuning 16 16 24.47 14.37 8.39 5.33 17.93 25.21
Reasoning Circuits 16 16 22.64 12.83 7.31 4.53 17.64 22.82
Finetuning 32 32 28.27 17.63 10.84 7.03 21.00 27.77
Reasoning Circuits 32 32 26.09 15.93 9.56 6.11 20.39 25.67
Finetuning 64 48 28.74 18.19 11.44 7.59 21.78 28.20
Reasoning Circuits 64 48 29.60 18.62 11.66 7.62 22.35 28.32
Finetuning 128 56 31.42 20.53 13.34 8.94 24.02 30.62
Reasoning Circuits 128 56 32.77 21.58 14.08 9.50 25.51 31.33

Encoder Input: Full Document Context
MultiQG (Su et al., 2020) 90,440 6,072 40.15 26.71 19.73 15.2 20.51 35.30
GATENLL+CT (Sachan et al., 2020) 90,440 6,072 - - - 20.02 22.40 39.49
LowResourceQG (Yu et al., 2020a) 9,000 6,072 - - - 19.07 19.16 39.41
QA4QG-Base∗ (Su et al., 2022) 90,440 6,072 43.72 31.54 24.47 19.68 24.55 40.44
QA4QG-Large∗ (Su et al., 2022) 90,440 6,072 46.45 33.83 26.35 21.21 25.53 42.44
Finetuning 8 8 24.17 13.46 7.38 4.46 16.79 24.71
Reasoning Circuits 8 8 17.76 8.91 4.56 2.66 13.81 19.74
Finetuning 16 16 25.61 15.04 8.76 5.47 18.74 25.18
Reasoning Circuits 16 16 21.77 12.00 6.72 4.12 16.84 22.01
Finetuning 32 32 27.04 16.75 10.23 6.64 20.31 26.39
Reasoning Circuits 32 32 25.29 14.94 8.69 5.55 19.46 24.62
Finetuning 64 48 28.06 17.52 10.89 7.14 21.11 27.42
Reasoning Circuits 64 48 27.92 16.92 10.21 6.51 21.01 26.90
Finetuning 128 56 28.31 18.05 11.41 7.60 22.65 28.18
Reasoning Circuits 128 56 30.67 19.58 12.42 8.25 23.86 29.33

Table 1: Evaluation results on automatic evaluation metrics for few-shot Reasoning Circuits and fine-tuning
baseline experiments with different encoder input settings are reported. We mark in bold where reasoning circuits
perform better than our baseline. We also show performance of previous MQG methods on the HotpotQA dataset.
Note that most of prior work trained on the entire 90K examples in the HotpotQA dataset with the exception of
LowResourceQG (Yu et al., 2020a) trained on 9K and Cheng et al. (2021) trained on 57K examples. ∗ Results as
reported by Su et al. (2022).

Model
Multi-hop Well formed Answerable Answer Matching
Yes No Yes Acceptable No Yes No Yes No

Baseline 45% 55% 89% 2% 9% 87% 13% 75% 25%
Reasoning Circuits 66% 34% 81% 4% 15% 89% 11% 79% 21%

Table 2: Human evaluation results, bold marks better score, for ’Yes’ and ’Acceptable’ higher and for ’No’ lower
percentages are better.

cuits perform better than the baseline for 64- and
128-shot when entire passages are input to the en-
coder as well as for 128-shot when only supporting
sentences are input to the encoder.

We note a substantially reduced performance gap
in the METEOR score between prior state-of-the
art models trained with 90k training examples and
results of our best few-shot experiments. The ME-
TEOR metric has certain synonymy matching and
stemming modules, in addition to standard exact

word matching which not found in other metrics.
From this we infer that reference and generated
questions may not exactly match each other how-
ever could be closer paraphrases of each other.

Though the performances of baseline and Rea-
soning Circuits are quite close in terms of auto-
matic metrics, we observe (See models generations
in B) through manual inspection that the questions
generated by Reasoning Circuits lead to more multi-
hop questions being generated whereas baseline
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generations tend to be single-hop questions instead.
Through automatic evaluation these advantages are
not reflected.

6.2 Human Evaluation

We follow similar human evaluation criteria as
Cheng et al. (2021), wherein we randomly sam-
ple 150 questions from our 128-shot baseline and
Reasoning Circuits experiments of the kind where
the input to encoder is only supporting sentences.
These examples are manually evaluated by a human
annotator across the following four dimensions:
Multi-hop: To check whether a question can be
answered from only reading a single passage or
both. The annotation is yes if both passages have
to be read or no if reading only a single passage
answers the question.
Well-formed: To check whether a question is se-
mantically correct, annotator is asked to mark a
question as either yes, acceptable or no. Accept-
able is selected if the question is not grammatically
correct, but its meaning is still intelligible.
Answerable: It checks whether a question is an-
swerable according to the given context. The anno-
tation is either yes or no.
Answer Matching: It checks whether the given
answer is the correct answer to the question. The
annotation is either yes or no.

Table 2 report results from human evaluation.
Our proposed approach generated +22% more
multi-hop questions than the baseline which fares
poorly on this critical measure. The pre-defined
answer is found to be the correct answer to the
questions generated with our slightly higher chance
than the baseline. However, our approach leads to
slightly less well formed generations than the base-
line model, typically this stems from our approach
failing to find the right common noun. In terms of
answerability both approaches score evenly.

7 Discussion and Future Work

Through automatic and human evaluations we show
that larger language models generate similar ques-
tions to reference questions with orders of magni-
tude less labelled data. The proposed approach also
is found to generate a much higher percentages of
multi-hop questions than the baseline.

One avenue of future work is in the area of self-
training. Self-training, involves generating predic-
tions from a weaker model on unlabelled data and
using these predictions as additional training data,

where the training set now includes the silver pre-
dictions on unlabelled data. Self-training may be
detrimental for or not improve overall model per-
formance strongly especially when the task is hard
for the weaker model (Vu et al., 2020, 2021). Since
prediction errors of the weaker model in the sil-
ver annotations further reinforce wrong predictions
during self-training. In Reasoning Circuits, sil-
ver predictions on unlabelled data for many steps
of reasoning can be approximately validated with
simple heuristics. For instance, predictions from
Task 9 can be verified by checking whether they
still contains the answer and bridge spans or not,
if they do then these predictions can be deemed
unfit for self-training. Filtering prediction errors
from the initial trained weaker model on unlabeled
data should lead to stronger improvements from
self-training compared to vanilla self-training.

8 Conclusion

In this paper, we propose Reasoning Circuits, a new
framework suited to real-world scenarios where the
NLP task at hand requires multiple steps of struc-
tured reasoning, with only a limited number of
available labelled examples, and a small annotation
budget, also only a modest deep learning compu-
tational infrastructure/budget is accessible. In this
work, we apply this framework to the task of few-
shot multi-hop question generation which fits all
these criteria. We identify structured multi-step
rationales that break down this problem into many
discrete reasoning steps. Each step in these ratio-
nales is treated as a single "task" within a mixture
of similar "tasks". The individual tasks can be cate-
gorized into control tasks, which control the flow
of information between tasks, and generative tasks,
that generate free-form text for successive tasks in
the Reasoning Circuit. The framework is relatively
easy to implement, since only a single generative
model is fine-tuned with a mixture of all reason-
ing steps; at inference time, the same model can
generate all reasoning steps sequentially. We show
that fine-tuning with only around 64 to 128 labelled
rationale examples with our approach is enough to
improve automatic evaluation metrics compared
to a baseline trained without rationales on the Hot-
potQA dataset. More importantly, with human eval-
uation, we find that this framework can strongly
improve the central objective of multi-hop QG, to
generate challenging questions which cannot be
answered from reading only a single passage.
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9 Limitations

The proposed Reasoning Circuits framework in-
tends to replace the need for thousands of annotated
examples with a strong inductive bias of structured
rationales. There is two issues with this approach
at a conceptual level:
1. It may not always be possible to break down a
multi-step reasoning problem cleanly into discrete
reasoning steps, and another related issue it increas-
ing complexity of the circuit with the complexity
of the task.
2. For the design of these reasoning circuits a re-
searcher must develop a thorough understanding
of this reasoning task, so that the final circuit de-
sign broadly covers all possible types of reasoning
problems expected to be solved. An under- or ill-
designed reasoning circuit may cause the system to
either not support a certain portion of problems or
produce non-sensical outputs.

Essentially, there is trade off between a tighter
control over reasoning by investing in a deep under-
standing of the problem leading to a comprehensive
reasoning circuit design and lower annotations bud-
get, versus, less control over logic and depending
on a large number of annotations which allow the
model to discover this logic on its own at much
higher cost of large scale annotations budget.

At the implementation and operations level one
of the the key limitations our proposed system is
the number of inference steps to solve the prob-
lem. The number of times model inference may
be needed to solve a single example is equal the
length of the longest task sequence chain in the
reasoning circuit. One possible solution for this
could be by training the model to solve the entire
problem by generating all the steps of reasoning
and the target string in a single inference step and
could massively reduce inference time and costs.

References
Shourya Aggarwal, Divyanshu Mandowara, Vishwa-

jeet Agrawal, Dinesh Khandelwal, Parag Singla, and
Dinesh Garg. 2021. Explanations for Common-
senseQA: New Dataset and Models. In Proceedings
of the 59th Annual Meeting of the Association for
Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing
(Volume 1: Long Papers), pages 3050–3065, Online.
Association for Computational Linguistics.

Oana-Maria Camburu, Tim Rocktäschel, Thomas
Lukasiewicz, and Phil Blunsom. 2018. e-snli: Natu-

ral language inference with natural language explana-
tions. In Advances in Neural Information Processing
Systems, volume 31. Curran Associates, Inc.

Rakesh Chada and Pradeep Natarajan. 2021. Few-
shotQA: A simple framework for few-shot learning
of question answering tasks using pre-trained text-to-
text models. In Proceedings of the 2021 Conference
on Empirical Methods in Natural Language Process-
ing, pages 6081–6090, Online and Punta Cana, Do-
minican Republic. Association for Computational
Linguistics.

Yi Cheng, Siyao Li, Bang Liu, Ruihui Zhao, Sujian Li,
Chenghua Lin, and Yefeng Zheng. 2021. Guiding
the growth: Difficulty-controllable question genera-
tion through step-by-step rewriting. In Proceedings
of the 59th Annual Meeting of the Association for
Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing
(Volume 1: Long Papers), pages 5968–5978, Online.
Association for Computational Linguistics.

Tianyu Gao, Adam Fisch, and Danqi Chen. 2021.
Making pre-trained language models better few-shot
learners. In Proceedings of the 59th Annual Meet-
ing of the Association for Computational Linguistics
and the 11th International Joint Conference on Natu-
ral Language Processing (Volume 1: Long Papers),
pages 3816–3830, Online. Association for Computa-
tional Linguistics.

Mor Geva, Daniel Khashabi, Elad Segal, Tushar Khot,
Dan Roth, and Jonathan Berant. 2021. Did aristotle
use a laptop? a question answering benchmark with
implicit reasoning strategies. Transactions of the
Association for Computational Linguistics, 9:346–
361.

Naoya Inoue, Pontus Stenetorp, and Kentaro Inui. 2020.
R4C: A benchmark for evaluating RC systems to get
the right answer for the right reason. In Proceedings
of the 58th Annual Meeting of the Association for
Computational Linguistics, pages 6740–6750, Online.
Association for Computational Linguistics.

Peter Jansen, Elizabeth Wainwright, Steven Mar-
morstein, and Clayton Morrison. 2018. WorldTree:
A corpus of explanation graphs for elementary sci-
ence questions supporting multi-hop inference. In
Proceedings of the Eleventh International Confer-
ence on Language Resources and Evaluation (LREC
2018), Miyazaki, Japan. European Language Re-
sources Association (ELRA).

Yanghoon Kim, Hwanhee Lee, Joongbo Shin, and Ky-
omin Jung. 2019. Improving neural question genera-
tion using answer separation. In Proceedings of the
AAAI conference on artificial intelligence, volume 33,
pages 6602–6609.

Vishwajeet Kumar, Yuncheng Hua, Ganesh Ramakr-
ishnan, Guilin Qi, Lianli Gao, and Yuan-Fang Li.
2019. Difficulty-controllable multi-hop question gen-
eration from knowledge graphs. In The Semantic

67

https://doi.org/10.18653/v1/2021.acl-long.238
https://doi.org/10.18653/v1/2021.acl-long.238
https://proceedings.neurips.cc/paper/2018/file/4c7a167bb329bd92580a99ce422d6fa6-Paper.pdf
https://proceedings.neurips.cc/paper/2018/file/4c7a167bb329bd92580a99ce422d6fa6-Paper.pdf
https://proceedings.neurips.cc/paper/2018/file/4c7a167bb329bd92580a99ce422d6fa6-Paper.pdf
https://doi.org/10.18653/v1/2021.emnlp-main.491
https://doi.org/10.18653/v1/2021.emnlp-main.491
https://doi.org/10.18653/v1/2021.emnlp-main.491
https://doi.org/10.18653/v1/2021.emnlp-main.491
https://doi.org/10.18653/v1/2021.acl-long.465
https://doi.org/10.18653/v1/2021.acl-long.465
https://doi.org/10.18653/v1/2021.acl-long.465
https://doi.org/10.18653/v1/2021.acl-long.295
https://doi.org/10.18653/v1/2021.acl-long.295
https://doi.org/10.1162/tacl_a_00370
https://doi.org/10.1162/tacl_a_00370
https://doi.org/10.1162/tacl_a_00370
https://doi.org/10.18653/v1/2020.acl-main.602
https://doi.org/10.18653/v1/2020.acl-main.602
https://aclanthology.org/L18-1433
https://aclanthology.org/L18-1433
https://aclanthology.org/L18-1433


Web – ISWC 2019, pages 382–398, Cham. Springer
International Publishing.

Andrew K. Lampinen, Ishita Dasgupta, Stephanie C. Y.
Chan, Kory Matthewson, Michael Henry Tessler, An-
tonia Creswell, James L. McClelland, Jane X. Wang,
and Felix Hill. 2022. Can language models learn
from explanations in context?

Alon Lavie and Abhaya Agarwal. 2007. METEOR: An
automatic metric for MT evaluation with high levels
of correlation with human judgments. In Proceed-
ings of the Second Workshop on Statistical Machine
Translation, pages 228–231, Prague, Czech Republic.
Association for Computational Linguistics.

Chin-Yew Lin. 2004. ROUGE: A package for auto-
matic evaluation of summaries. In Text Summariza-
tion Branches Out, pages 74–81, Barcelona, Spain.
Association for Computational Linguistics.

Vaibhav Mavi, Anubhav Jangra, and Adam Jatowt. 2022.
A survey on multi-hop question answering and gen-
eration.

Sewon Min, Victor Zhong, Luke Zettlemoyer, and Han-
naneh Hajishirzi. 2019. Multi-hop reading compre-
hension through question decomposition and rescor-
ing. In Proceedings of the 57th Annual Meeting of
the Association for Computational Linguistics, pages
6097–6109, Florence, Italy. Association for Compu-
tational Linguistics.

Liangming Pan, Yuxi Xie, Yansong Feng, Tat-Seng
Chua, and Min-Yen Kan. 2020. Semantic graphs
for generating deep questions. In Proceedings of the
58th Annual Meeting of the Association for Compu-
tational Linguistics, pages 1463–1475, Online. Asso-
ciation for Computational Linguistics.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic evalu-
ation of machine translation. In Proceedings of the
40th Annual Meeting of the Association for Compu-
tational Linguistics, pages 311–318, Philadelphia,
Pennsylvania, USA. Association for Computational
Linguistics.

Alec Radford, Jeff Wu, Rewon Child, David Luan,
Dario Amodei, and Ilya Sutskever. 2019. Language
models are unsupervised multitask learners.

Colin Raffel, Noam Shazeer, Adam Roberts, Kather-
ine Lee, Sharan Narang, Michael Matena, Yanqi
Zhou, Wei Li, and Peter J. Liu. 2020. Exploring the
limits of transfer learning with a unified text-to-text
transformer. Journal of Machine Learning Research,
21(140):1–67.

Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and
Percy Liang. 2016. SQuAD: 100,000+ questions for
machine comprehension of text. In Proceedings of
the 2016 Conference on Empirical Methods in Natu-
ral Language Processing, pages 2383–2392, Austin,
Texas. Association for Computational Linguistics.

Devendra Singh Sachan, Lingfei Wu, Mrinmaya Sachan,
and William L. Hamilton. 2020. Stronger transform-
ers for neural multi-hop question generation. CoRR,
abs/2010.11374.

Victor Sanh, Albert Webson, Colin Raffel, Stephen
Bach, Lintang Sutawika, Zaid Alyafeai, Antoine
Chaffin, Arnaud Stiegler, Arun Raja, Manan Dey,
M Saiful Bari, Canwen Xu, Urmish Thakker,
Shanya Sharma Sharma, Eliza Szczechla, Taewoon
Kim, Gunjan Chhablani, Nihal Nayak, Debajyoti
Datta, Jonathan Chang, Mike Tian-Jian Jiang, Han
Wang, Matteo Manica, Sheng Shen, Zheng Xin Yong,
Harshit Pandey, Rachel Bawden, Thomas Wang, Tr-
ishala Neeraj, Jos Rozen, Abheesht Sharma, An-
drea Santilli, Thibault Fevry, Jason Alan Fries, Ryan
Teehan, Teven Le Scao, Stella Biderman, Leo Gao,
Thomas Wolf, and Alexander M Rush. 2022. Multi-
task prompted training enables zero-shot task gener-
alization. In International Conference on Learning
Representations.

Dan Su, Peng Xu, and Pascale Fung. 2022. Qa4qg: Us-
ing question answering to constrain multi-hop ques-
tion generation. In ICASSP 2022 - 2022 IEEE Inter-
national Conference on Acoustics, Speech and Signal
Processing (ICASSP), pages 8232–8236.

Dan Su, Yan Xu, Wenliang Dai, Ziwei Ji, Tiezheng
Yu, and Pascale Fung. 2020. Multi-hop question
generation with graph convolutional network. In
Findings of the Association for Computational Lin-
guistics: EMNLP 2020, pages 4636–4647, Online.
Association for Computational Linguistics.

Alon Talmor and Jonathan Berant. 2018. The web as
a knowledge-base for answering complex questions.
In Proceedings of the 2018 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
Volume 1 (Long Papers), pages 641–651, New Or-
leans, Louisiana. Association for Computational Lin-
guistics.

Romal Thoppilan, Daniel De Freitas, Jamie Hall,
Noam Shazeer, Apoorv Kulshreshtha, Heng-Tze
Cheng, Alicia Jin, Taylor Bos, Leslie Baker, Yu Du,
YaGuang Li, Hongrae Lee, Huaixiu Steven Zheng,
Amin Ghafouri, Marcelo Menegali, Yanping Huang,
Maxim Krikun, Dmitry Lepikhin, James Qin, Dehao
Chen, Yuanzhong Xu, Zhifeng Chen, Adam Roberts,
Maarten Bosma, Vincent Zhao, Yanqi Zhou, Chung-
Ching Chang, Igor Krivokon, Will Rusch, Marc
Pickett, Pranesh Srinivasan, Laichee Man, Kathleen
Meier-Hellstern, Meredith Ringel Morris, Tulsee
Doshi, Renelito Delos Santos, Toju Duke, Johnny So-
raker, Ben Zevenbergen, Vinodkumar Prabhakaran,
Mark Diaz, Ben Hutchinson, Kristen Olson, Ale-
jandra Molina, Erin Hoffman-John, Josh Lee, Lora
Aroyo, Ravi Rajakumar, Alena Butryna, Matthew
Lamm, Viktoriya Kuzmina, Joe Fenton, Aaron Co-
hen, Rachel Bernstein, Ray Kurzweil, Blaise Aguera-
Arcas, Claire Cui, Marian Croak, Ed Chi, and Quoc
Le. 2022. Lamda: Language models for dialog appli-
cations.

68

https://doi.org/10.48550/ARXIV.2204.02329
https://doi.org/10.48550/ARXIV.2204.02329
https://aclanthology.org/W07-0734
https://aclanthology.org/W07-0734
https://aclanthology.org/W07-0734
https://aclanthology.org/W04-1013
https://aclanthology.org/W04-1013
https://doi.org/10.48550/ARXIV.2204.09140
https://doi.org/10.48550/ARXIV.2204.09140
https://doi.org/10.18653/v1/P19-1613
https://doi.org/10.18653/v1/P19-1613
https://doi.org/10.18653/v1/P19-1613
https://doi.org/10.18653/v1/2020.acl-main.135
https://doi.org/10.18653/v1/2020.acl-main.135
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
https://doi.org/10.18653/v1/D16-1264
https://doi.org/10.18653/v1/D16-1264
http://arxiv.org/abs/2010.11374
http://arxiv.org/abs/2010.11374
https://openreview.net/forum?id=9Vrb9D0WI4
https://openreview.net/forum?id=9Vrb9D0WI4
https://openreview.net/forum?id=9Vrb9D0WI4
https://doi.org/10.1109/ICASSP43922.2022.9747008
https://doi.org/10.1109/ICASSP43922.2022.9747008
https://doi.org/10.1109/ICASSP43922.2022.9747008
https://doi.org/10.18653/v1/2020.findings-emnlp.416
https://doi.org/10.18653/v1/2020.findings-emnlp.416
https://doi.org/10.18653/v1/N18-1059
https://doi.org/10.18653/v1/N18-1059
https://doi.org/10.48550/ARXIV.2201.08239
https://doi.org/10.48550/ARXIV.2201.08239


Tu Vu, Minh-Thang Luong, Quoc Le, Grady Simon, and
Mohit Iyyer. 2021. STraTA: Self-training with task
augmentation for better few-shot learning. In Pro-
ceedings of the 2021 Conference on Empirical Meth-
ods in Natural Language Processing, pages 5715–
5731, Online and Punta Cana, Dominican Republic.
Association for Computational Linguistics.

Tu Vu, Tong Wang, Tsendsuren Munkhdalai, Alessan-
dro Sordoni, Adam Trischler, Andrew Mattarella-
Micke, Subhransu Maji, and Mohit Iyyer. 2020. Ex-
ploring and predicting transferability across NLP
tasks. In Proceedings of the 2020 Conference on
Empirical Methods in Natural Language Processing
(EMNLP), pages 7882–7926, Online. Association for
Computational Linguistics.

Liuyin Wang, Zihan Xu, Zibo Lin, Haitao Zheng, and
Ying Shen. 2020. Answer-driven deep question gen-
eration based on reinforcement learning. In Proceed-
ings of the 28th International Conference on Com-
putational Linguistics, pages 5159–5170, Barcelona,
Spain (Online). International Committee on Compu-
tational Linguistics.

Jason Wei, Maarten Bosma, Vincent Zhao, Kelvin Guu,
Adams Wei Yu, Brian Lester, Nan Du, Andrew M.
Dai, and Quoc V Le. 2022a. Finetuned language
models are zero-shot learners. In International Con-
ference on Learning Representations.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten
Bosma, Ed H. Chi, Quoc Le, and Denny Zhou. 2022b.
Chain of thought prompting elicits reasoning in large
language models. CoRR, abs/2201.11903.

Sarah Wiegreffe and Ana Marasovic. 2021. Teach me
to explain: A review of datasets for explainable NLP.
CoRR, abs/2102.12060.

Yuxi Xie, Liangming Pan, Dongzhe Wang, Min-Yen
Kan, and Yansong Feng. 2020. Exploring question-
specific rewards for generating deep questions. In
Proceedings of the 28th International Conference
on Computational Linguistics, pages 2534–2546,
Barcelona, Spain (Online). International Committee
on Computational Linguistics.

Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Bengio,
William Cohen, Ruslan Salakhutdinov, and Christo-
pher D. Manning. 2018. HotpotQA: A dataset for
diverse, explainable multi-hop question answering.
In Proceedings of the 2018 Conference on Empiri-
cal Methods in Natural Language Processing, pages
2369–2380, Brussels, Belgium. Association for Com-
putational Linguistics.

Jianxing Yu, Wei Liu, Shuang Qiu, Qinliang Su, Kai
Wang, Xiaojun Quan, and Jian Yin. 2020a. Low-
resource generation of multi-hop reasoning questions.
In Proceedings of the 58th Annual Meeting of the As-
sociation for Computational Linguistics, pages 6729–
6739, Online. Association for Computational Lin-
guistics.

Jianxing Yu, Xiaojun Quan, Qinliang Su, and Jian
Yin. 2020b. Generating Multi-Hop Reasoning Ques-
tions to Improve Machine Reading Comprehension,
page 281–291. Association for Computing Machin-
ery, New York, NY, USA.

Eric Zelikman, Yuhuai Wu, Jesse Mu, and Noah D.
Goodman. 2022. Star: Bootstrapping reasoning with
reasoning.

Shiyue Zhang and Mohit Bansal. 2019. Address-
ing semantic drift in question generation for semi-
supervised question answering. In Proceedings of
the 2019 Conference on Empirical Methods in Natu-
ral Language Processing and the 9th International
Joint Conference on Natural Language Processing
(EMNLP-IJCNLP), pages 2495–2509, Hong Kong,
China. Association for Computational Linguistics.

A Task Prompts

We provide the prompts used for training T5 be-
low. SentinelTokeni refers special sentinel to-
kens used while pretraining T5 model. Common
entities were filled in for Tasks 1 and 2 using top
three longest contiguous sub-sequences found both
in p1 and p2 from which common English words
and words that are not capitalised indicating com-
mon nouns were removed, we also used Flair NER2

library to generate these entities and kept the ones
shared across both p1 and p2.
Baseline Context 1: p1 Context 2: p2 Answer: a
Question type: SentinelToken0

Task 1 Context 1: p1 Context 2: p2 Answer: a
Common entities found: SentinelToken0 Ques-
tion type: SentinelToken1

Task 2 Context 1: p1 Context 2: p2 Answer: a
Common entities found: SentinelToken0 Ques-
tion type: SentinelToken1

Task 3 Answer: a is SentinelToken0 in context:
pi
Task 4 Entities: a and b are SentinelToken0.
Task 5 Context: pi Bridge entity: b Answer: a
Assertion: SentinelToken0

Task 6 Context: pi Bridge entity: b Assertion:
SentinelToken0

Task 7 Bridge entity: b Assertion 1: s1 Assertion
2: s2 Combined: SentinelToken0

Task 8 Removing bridge entity: b from: c We get:
SentinelToken0

Task 9 Contract answer entity a from: c − b We
get: SentinelToken0

Task 10 Turn: c − b − a into question:
SentinelToken0

Task 11 Context 1: p1 Context 2: p2 Answer: a

2https://github.com/flairNLP/flair
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Assertion from Context 1: SentinelToken0 As-
sertion from Context 2: SentinelToken1

Task 12 Assertion 1: s1 Assertion 2: s2 Combine,
compare and think: SentinelToken0

Task 13 Combined assertion: c Answer: a
Question: SentinelToken0 The outputs prompt
for each of these tasks is to generate the ex-
pected output items of each task preceeded by
SentinelToken0 and SentinelToken1.

B Generated Examples

We provide actual examples of generations from
our baseline model and Reasoning Circuits (128-
shot, encoder input: Supporting sentences from the
passage only)
============== Q1 ==================
P1: John Updike - John Hoyer Updike
(March 18, 1932 January 27, 2009) was
an American novelist, poet, short
story writer, art critic, and literary
critic.
P2: Bret Easton Ellis - Bret Easton
Ellis (born March 7, 1964) is an
American author, screenwriter, and
short story writer.
Gold Question: What profession was
both John Updike and Bret Easton Ellis
?
Answer: short story writer
Gold Type: comparison
–– Generations ––
Reasoning Circuits question type:
comparison
Reasoning Circuits: What kind of
writers were Bret Easton Ellis and
John Updike?
Baseline: What job did both Bret
Easton Ellis and John Updike have in
common?
============== Q2 ==================
P1: Xingcheng - Xingcheng (),
former name Ningyuan (), is a
county-level city of southwest
Liaoning province, China, with a
population of approximately 140,000
urban inhabitants, and is located on
the Liaodong Bay, i.e. the northern
coast of the Bohai Sea.
P2: Ulan Hot - Ulanhot (Mongolian-
; Cyrillic- ; Latin transliteration-
"Ulaan qota"; ), formerly known as

Wangin Sm, alternatively Wang-un
Sme, Ulayanqota (Red City) in
Classical Mongolian, and Wangyehmiao
or Wangyemiao () in Chinese prior
to 1947, is a county-level city and
the administrative center of Hinggan
League in the East of Inner Mongolia
autonomous region.
Gold Question: Is Xingcheng or Ulan
Hot located in the Inner Mongolia
region of China?
Answer: Ulanhot
Gold Type: comparison
–– Generations ––
Reasoning Circuits question type:
comparison
Reasoning Circuits: Which city is in
the East of Inner Mongolia autonomous
region, Ulanhot or Xingcheng?
Baseline: What is the name of this
city, which was formerly known as
Wangin Sm?
============== Q3 ==================
P1: French Spaniel - The breed
is recognised by Canadian and
international kennel clubs but not
by The Kennel Club (UK).
P2: Beagle - The Beagle is a breed of
small hound, similar in appearance to
the much larger foxhound.
Gold Question: Are both French
Spaniel and Beagle universally
recognized breeds?
Answer: no
Gold Type: comparison
–– Generations ––
Reasoning Circuits question type:
comparison
Reasoning Circuits: Are the
Beagle and the foxhound similar in
appearance?
Baseline: Are the Beagle and the
French Spaniel both breeds of small
hound?
============== Q4 ==================
P1: The Tempest (1979 film) - The
Tempest is a 1979 film adaptation of
William Shakespeare’s play of the same
name. Directed by Derek Jarman, with
Heathcote Williams as Prospero, it
also stars Toyah Willcox, Jack Birkett
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and Helen Wellington-Lloyd from
Jarman’s previous feature, "Jubilee"
(1977), as well as his long-time
cohort Karl Johnson.
P2: Heathcote Williams - John
Henley Heathcote-Williams (15
November 1941 1 July 2017), known
as Heathcote Williams, was an English
poet, actor, political activist and
dramatist. He wrote a number of
book-length polemical poems including
"Autogeddon", "Falling for a Dolphin"
and "Whale Nation", which in 1988
became, according to Philip Hoare,
"the most powerful argument for the
newly instigated worldwide ban on
whaling."
Gold Question: What is the title
of the 1979 film adaptation of
William Shakespeare’s play in which
the English poet, actor, political
activist and dramatist who wrote wrote
a number of book-length polemical
poems such as "Autogeddon", "Falling
for a Dolphin" and "Whale Nation"
played a main character?
Answer: The Tempest
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: What is the
film in which an English poet, actor,
political activist and dramatist wrote
a number of book-length polemical
poems including "Whale Nation"?
Baseline: What 1979 film starring
Heathcote Williams was directed by
Derek Jarman?
============== Q5 ==================
P1: Achel Abbey - The Trappist Abbey
of Achel or Saint Benedictus-Abbey
or also Achelse Kluis (which means
hermitage of Achel), which belongs to
the Cistercians of Strict Observance,
is located in Achel in the Campine
region of the province of Limburg
(Flanders, Belgium). The abbey is
famous for its spiritual life and its
brewery, which is one of few Trappist
beer breweries in the world.

P2: Trappist beer - Eleven
monasteries six in Belgium, two in the
Netherlands and one each in Austria,
Italy and United States currently
brew beer and sell it as "Authentic
Trappist Product".
Gold Question: The Trappist Abbey of
Achel produces and sells what as an
"Authentic Trappist Product"?
Answer: Trappist beer
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: What kind of beer
is brewed at Achel Abbey, which is
famous for its spiritual life and its
brewery?
Baseline: What is brewed at the
Trappist Abbey of Achel?
============== Q6 ==================
P1: Marc Bolan - He was best known as
the lead singer of the glam rock band
T. Rex.
P2: Metal Guru - "Metal Guru" is a
song by the British rock band T. Rex,
written by Marc Bolan. It was the
band’s fourth (and final) number one
on the UK Singles Chart when it topped
the chart for four weeks from MayJune
1972.
Gold Question: In the summer of 1972,
"Metal Guru" was the last UK number
one for T. Rex and its lead singer.
What was his name?
Answer: Marc Bolan
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: Who is the best
known person who also wrote the song
Metal Guru and who also played the
guitar for the band T. Rex?
Baseline: Who wrote the song Metal
Guru for the glam rock band T. Rex?
============== Q7 ==================
P1: Estonian Hound - It was bred in
1947 when the Soviet Union’s national
economy ministry decided that every
country in the Union must have its own
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dog breed.
P2: English Water Spaniel - The
English Water Spaniel is a breed of
dog that has been extinct since the
first part of the 20th century, with
the last specimen seen in the 1930s.
Gold Question: Which breed was bred
first, the English Water Spaniel or
the Estonian Hound?
Answer: The English Water Spaniel
Gold Type: comparison
–– Generations ––
Reasoning Circuits question type:
comparison
Reasoning Circuits: Which breed of
dog has been extinct since the first
part of the 20th century, the English
Water Spaniel or the Estonian Hound?
Baseline: Which breed of dog was bred
in 1947, the Estonian Hound or the
English Water Spaniel?
============== Q8 ==================
P1: Tommy’s Honour - The film is
directed by Jason Connery, and the
father and son are portrayed by Peter
Mullan and Jack Lowden.
P2: Jack Lowden - Jack Andrew Lowden
(born 2 June 1990) is a Scottish
stage, television, and film actor.
Following a highly successful and
award-winning four-year stage career,
his first major international onscreen
success was in the 2016 BBC miniseries
"War & Peace", which led to starring
roles in feature films.
Gold Question: Tommy’s Honour was
a drama film that included the actor
who found success with what 2016 BBC
miniseries?
Answer: War & Peace
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: In which 2016 BBC
miniseries did a Scottish actor have
his first major international onscreen
success?
Baseline: What was the first major
international onscreen success of this
Scottish actor, who played the father

in the film Tommys Honour?
============== Q9 ==================
P1: Moho House - "Moho House" is
the twenty first episode of the
twenty-eighth season of the animated
television series "The Simpsons",
and the 617th episode of the series
overall.
P2: The Simpsons (season 28) - On
May 4, 2015, Fox announced that "The
Simpsons" had been renewed for season
28.
Gold Question: How many seasons has a
popular tv show had, in which one of
the episodes is called Moho House?
Answer: 28
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: Moho House
is the twenty first episode of the
twenty-eighth season of the animated
television series which was renewed
for season 28 on May 4, 2015?
Baseline: Moho House is the twenty
first episode of which season of
the animated television series The
Simpsons, and the 617th episode of the
series overall?
============== Q10 ==================
P1: Harry S. Truman Supreme Court
candidates - During his two terms
in office, President Harry S. Truman
appointed four members of the Supreme
Court of the United States- Chief
Justice Fred M. Vinson, Associate
Justice Harold Burton, Associate
Justice Tom C. Clark, and Associate
Justice Sherman Minton.
P2: Fred M. Vinson - The most
prominent member of the Vinson
political family, he was the 53rd
United States Secretary of the
Treasury and the 13th Chief Justice
of the United States.
Gold Question: Of four Harry S.
Truman Supreme Court candidates, who
was the 53rd United States Secretary
of the Treasury and the 13th Chief
Justice of the United States?
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Answer: Fred M. Vinson
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: Who was the
most prominent member of the Vinson
political family and the 13th Chief
Justice of the United States who
was appointed by President Harry S.
Truman?
Baseline: During his two terms in
office, President Harry S. Truman
appointed four members of the Supreme
Court of the United States, including
the most prominent member of the
Vinson political family, he was the
53rd United States Secretary of the
Treasury and the 13th Chief Justice of
the United States.
============== Q11 ==================
P1: Lee Ranaldo - Lee Mark Ranaldo
(born February 3, 1956) is an
American musician, singer-songwriter,
guitarist, writer, visual artist
and record producer, best known as
a co-founder of the alternative rock
band Sonic Youth. In 2004, "Rolling
Stone" ranked Ranaldo at number 33 on
its "Greatest Guitarists of All Time"
list.
P2: Mikael kerfeldt - Lars Mikael
kerfeldt (born 17 April 1974) is a
Swedish musician, prominently known
as the lead vocalist, guitarist, and
primary songwriter of progressive
death metal band Opeth, as well as
being the former vocalist of death
metal supergroup Bloodbath. He was
also guitarist for the "one-off"
band Steel, and is part of the
collaboration Storm Corrosion with
Steven Wilson.
Gold Question: Mikael kerfeldt
and Lee Ranaldo were this kind of
instrumentalist in their respective
bands.
Answer: Guitarists
Gold Type: comparison
–– Generations ––
Reasoning Circuits question type:

comparison
Reasoning Circuits: What is common
between Lee Ranaldo and Mikael
Kerfeldt?
Baseline: What do Lee Ranaldo and
Mikael kerfeldt have in common?
============== Q12 ==================
P1: Bent Hamer - Bent Hamer (born 18
December 1956) is a film director,
writer and producer, born in
Sandefjord, Norway in 1956.
P2: Yasujir Ozu - Yasujir Ozu ( , Ozu
Yasujir , 12 December 1903 12 December
1963) was a Japanese film director and
screenwriter.
Gold Question: Between Yasujir Ozu
and Bent Hamer, who has more creative
titles?
Answer: Bent Hamer
Gold Type: comparison
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: What film
director, writer and producer, born
in Sandefjord, Norway in 1956 worked
for Yasujiro Ozu who was a Japanese
film director and screenwriter?
Baseline: Which film maker was born
in Sandefjord, Norway, Bent Hamer or
Yasujir Ozu?
============== Q13 ==================
P1: Ulli Lommel - Since 1977 he has
lived and worked in the USA, where he
has written, directed and starred in
over 50 movies.
P2: Benjamin Stoloff - Benjamin "Ben"
Stoloff (October 6, 1895 September 8,
1960) was an American film director
and producer. Stoloff was born in
Philadelphia, Pennsylvania. He died
in Hollywood, California.
Gold Question: Who has lived longer
in the USA, Ulli Lommel or Benjamin
Stoloff?
Answer: Stoloff
Gold Type: comparison
–– Generations ––
Reasoning Circuits question type:
comparison
Reasoning Circuits: Which film
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director and producer lived and worked
in the USA, Ulli Lommel or Benjamin
Stoloff?
Baseline: What American film director
and producer born in Philadelphia,
Pennsylvania, died in Hollywood,
California, Ulli Lommel or Benjamin
Stoloff?
============== Q14 ==================
P1: Five Finger Death Punch
discography - After Hook replaced
previous guitarist Darrell Roberts,
5FDP released "War Is the Answer"
in 2009 which reached the top ten of
the "Billboard" 200 and was certified
platinum by the RIAA.
P2: War Is the Answer - It was
released on September 22, 2009 through
Prospect Park.
Gold Question: Which Five Finger
Death Punch discography albulm was
released on September 22, 2009 through
Prospect Park?
Answer: War Is the Answer
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: What song did
Five Finger Death Punch release on
September 22, 2009 through Prospect
Park?
Baseline: Which album by Five Finger
Death Punch was released in 2009,
after Hook replaced previous guitarist
Darrell Roberts?
============== Q15 ==================
P1: Wolfgang Becker - Wolfgang Becker
(born 22 June 1954) is a German film
director and writer.
P2: Jacques Audiard - Jacques Audiard
(] ; born 30 April 1952) is a French
film director and screenwriter.
Gold Question: Are Wolfgang Becker
and Jacques Audiard both German film
directors?
Answer: no
Gold Type: comparison
–– Generations ––
Reasoning Circuits question type:
comparison

Reasoning Circuits: Are Wolfgang
Becker and Jacques Audiard both
writers?
Baseline: Are Jacques Audiard and
Wolfgang Becker both film directors
and writers?
============== Q16 ==================
P1: ECAC Hockey - The conference used
to be affiliated with the Eastern
College Athletic Conference, a
consortium of over 300 colleges in
the eastern United States.
P2: Colgate Raiders women’s ice
hockey - The Colgate Raiders women’s
ice hockey team is an NCAA Division
I ice hockey team that represents
Colgate University and play in ECAC
Hockey.
Gold Question: What athletic
conference did the conference that
the Colgate Raiders women’s ice hockey
team play in used to be affiliated
with?
Answer: Eastern College Athletic
Conference
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: The Colgate
Raiders women’s ice hockey team is
an NCAA Division I ice hockey team
that represents Colgate University and
play in a conference which used to be
affiliated with what?
Baseline: The conference used to
be affiliated with which consortium
of over 300 colleges in the eastern
United States?
============== Q17 ==================
P1: The Futureheads - The Futureheads
were an English post-punk band from
Sunderland. consisting of Ross
Millard (vocals and guitar), Barry
Hyde (vocals and guitar), David "Jaff"
Craig (bass guitar) and Dave Hyde
(drums).
P2: Marcy Playground - Marcy
Playground is an American alternative
rock band consisting of three members-
John Wozniak (lead vocals, guitar),
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Dylan Keefe (bass), and Shlomi Lavie
(drums).
Gold Question: Which band has more
members, The Futureheads or Marcy
Playground?
Answer: The Futureheads
Gold Type: comparison
–– Generations ––
Reasoning Circuits question type:
comparison
Reasoning Circuits: Which band
was an English post-punk band, The
Futureheads or Marcy Playground?
Baseline: Which post-punk band had
members from both Marcy Playground and
The Futureheads?
============== Q18 ==================
P1: General Motors Technical Center -
The GM Technical Center is a General
Motors facility in Warren, Michigan.
P2: Warren, Michigan - Warren is
a city in Macomb County in the U.S.
state of Michigan.
Gold Question: In what county is
the General Motors Technical Center
located?
Answer: Macomb County
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: General Motors
Technical Center is in what city in
what county?
Baseline: The General Motors
Technical Center is a General Motors
facility in Warren, Michigan, in which
U.S. state?
============== Q19 ==================
P1: Balfour Declaration - The Balfour
Declaration was a public statement
issued by the British government
during World War I announcing support
for the establishment of a "national
home for the Jewish people" in
Palestine, then an Ottoman region
with a minority Jewish population.
P2: Declaration to the Seven -
The Declaration to the Seven was
a document written by the British
diplomat Sir Henry McMahon and

released on June 16, 1918 in response
to a memorandum issued anonymously by
seven Syrian notables in Cairo who
were members of the newly formed Party
of Syrian Unity, established in the
wake of the Balfour Declaration and
the November 23, 1917 publication by
the Bolsheviks of the secret May 1916
Sykes-Picot Agreement between Britain
and France.
Gold Question: Party of Syrian Unity
was established in the wake of a
public statement that announced what ?
Answer: support for the establishment
of a "national home for the Jewish
people" in Palestine
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: What was
the combined assertion of a
public statement issued by the
British government during World
War I announcing support for the
establishment of a "national home
for the Jewish people" in Palestine
and a document written by the British
diplomat Sir Henry McMahon and
released on June 16, 1918 in response
to a memorandum issued anonymously by
seven Syrian notables in Cairo who
were members of the newly formed Party
of Syrian Unity, established in the
wake of the Balfour Declaration?
Baseline: The Balfour Declaration
was a public statement issued by the
British government during World War I
announcing what?
============== Q20 ==================
P1: El Paso International Airport -
El Paso International Airport (IATA-
ELP, ICAO- KELP, FAA LID- ELP) is
a public airport four miles (6 km)
northeast of downtown El Paso, in El
Paso County, Texas, United States.
P2: Grand Forks International Airport
- Grand Forks International Airport
(IATA- GFK, ICAO- KGFK, FAA LID- GFK)
is a public airport five miles (8 km)
northwest of Grand Forks, in Grand
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Forks County, North Dakota.
Gold Question: Which airport Grand
Forks International Airport or El Paso
International Airport is closer to
their town ?
Answer: El Paso International Airport
Gold Type: comparison
–– Generations ––
Reasoning Circuits question type:
comparison
Reasoning Circuits: Which airport
is located in El Paso County,
Texas, United States, Grand Forks
International Airport or both?
Baseline: Which airport is farther
northeast, El Paso International
Airport or Grand Forks International
Airport?
============== Q21 ==================
P1: Oklahoma Sooners football - The
Oklahoma Sooners football program is a
college football team that represents
the University of Oklahoma (variously
"Oklahoma" or "OU"). The team is
currently a member of the Big 12
Conference, which is in Division I
Football Bowl Subdivision (formerly
Division I-A) of the National
Collegiate Athletic Association
(NCAA).
P2: Justin Brown (wide receiver) -
Justin Brown (born March 10, 1991)
is a wide receiver for the Toronto
Argonauts of the Canadian Football
League (CFL).
Gold Question: A wide receiver for
the Toronto Argonauts played college
football for a team that represents
the University of Oklahoma, which
belongs to what conference?
Answer: Big 12 Conference
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: Justin Brown
is a wide receiver for the Toronto
Argonauts of the Canadian Football
League (CFL) that represents the
University of Oklahoma, it is a member
of which conference?

Baseline: Justin Brown is a wide
receiver for the Toronto Argonauts of
the Canadian Football League, a team
that is a member of which conference?
============== Q22 ==================
P1: D. Napier & Son - D. Napier &
Son Limited was a British engineering
company best known for its luxury
motor cars in the Edwardian era and
for its aero engines throughout the
early to mid-20th century.
P2: Edwardian era - The Edwardian era
or Edwardian period of British history
covers the brief reign of King Edward
VII, 1901 to 1910, and is sometimes
extended in both directions to capture
long-term trends from the 1890s to the
First World War.
Gold Question: Which British
engineering company is best known
for its luxury motor cars in the era
of British history that covers the
brief reign of King Edward VII?
Answer: D. Napier & Son
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: What British
engineering company best known for its
luxury motor cars in the era which
covers the brief reign of King Edward
VII?
Baseline: What British engineering
company best known for its luxury
motor cars in the Edwardian era and
for its aero engines throughout the
early to mid-20th century?
============== Q23 ==================
P1: Werther - Werther is an opera
("drame lyrique") in four acts by
Jules Massenet to a French libretto by
douard Blau, Paul Milliet and Georges
Hartmann (who used the pseudonym Henri
Grmont).
P2: Odyssey - The Odyssey ( ; Greek-
"Odsseia", ] in Classical Attic) is
one of two major ancient Greek epic
poems attributed to Homer.
Gold Question: Are Werther and The
Odyssey both operas?
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Answer: no
Gold Type: comparison
–– Generations ––
Reasoning Circuits question type:
comparison
Reasoning Circuits: Are Werther and
The Odyssey both by Jules Massenet?
Baseline: Are The Odyssey and Werther
both written by the same author?
============== Q24 ==================
P1: mile Verdet - Marcel mile Verdet
(13 March 1824 3 June 1866) was a
French physicist. Verdet did much
to champion the early theory of the
conservation of energy in France
through his editorial supervision
of the "Annales de chimie et de
physique".
P2: Annales de chimie et de physique
- Annales de chimie et de physique
(French for "Annals of Chemistry and
of Physics") is a scientific journal
that was founded in Paris, France,
in 1789 under the title "Annales de
chimie".
Gold Question: what is the english
name of mile Verdets editorial?
Answer: Annals of Chemistry and of
Physics
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: Which journal was
founded in Paris, France, under the
editorial supervision of mile Verdet,
who did much to champion the early
theory of the conservation of energy
in France?
Baseline: What is the name of the
scientific journal that was founded in
Paris, France, in 1789 under the title
Annales de chimie?
============== Q25 ==================
P1: Vinylmation - Most figures are
all shaped with the body of Mickey
Mouse but have different themed
markings, colors, and patterns.
P2: Mickey Mouse - He was created by
Walt Disney and Ub Iwerks at the Walt
Disney Studios in 1928.

Gold Question: The vynil collectible
Vinylmation are all shaped with the
body of a cartoon character created by
who ?
Answer: Walt Disney and Ub Iwerks
Gold Type: bridge
–– Generations ––
Reasoning Circuits question type:
bridge
Reasoning Circuits: Vinylmation is
shaped with the body of a character
which was created by who at the Walt
Disney Studios in 1928?
Baseline: Who created the character
Mickey Mouse in 1928?
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