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Abstract

In this study, we examine the grammatical er-
ror correction capabilities of Translation Er-
ror Correction (TEC) models and investigate
a technique for generating pseudo TEC data
by injecting pseudo grammatical errors into a
bilingual corpus. Translation Error Correction
(TEC) is the field of automatically correcting
errors in translated texts. Despite extensive re-
search conducted in the field of Grammatical
Error Correction (GEC), where computers
are utilized to correct grammatical inaccura-
cies, studies dedicated to TEC remain remark-
ably limited. Previous research has demon-
strated the potential of learner-oriented TEC;
however, TEC’s ability to correct grammatical
errors remains uncertain due to limited inves-
tigation. To address this, we apply a range
of methods commonly employed in GEC̶
including the use of pseudo errors and pre-
trained models̶and conduct a comprehensive
evaluation. Also, we propose a new method
to create a pseudo dataset of TEC. Our re-
sults show that TEC is stronger than GEC in
the general experiment settings and that our
pseudo data is effective.

1 Introduction

The field of grammatical error correction (GEC),
which involves computer systems correcting tex-
tual inaccuracies, and its applications, such as
Grammarly,1 are rapidly evolving, with a grow-
ing demand in real-world scenarios. However, stu-
dents who study English writing cannot be fully
helped by computers yet. One potential reason
is that the current error correction systems cannot
rectify complex errors. For instance, Cao et al.
(2018) showed the difficulty when attempting to
correct a sentence like “I am leaving in Tokyo”,
due to the inherent ambiguity in deciding whether
to change “leaving” to “living”, or “in” to “for”.

1https://grammarly.com/

Current error correction systems cannot correct
ambiguous errors. To address this, we focus on
the fact that second-language learners of English
start from translation from their native language
to English. (In this paper, we focus on native
Japanese speakers and English learners.) In this
context, error correction systems may be able to
perform better corrections by referencing the orig-
inal native language text (Figure 1). In this paper,
we refer to the task of correcting errors in transla-
tion as “Translation Error Correction (TEC)” (Lin
et al., 2022). The term ‘TEC’ was defined by Lin
et al. (2022) as a task to correct the errors of pro-
fessional translators, but in our current study, we
focus on rectifying the errors made by learners.

The initiation of learner-oriented TEC research
can be attributed to Cao et al. (2018), who referred
to it as multi-source grammatical error correction.
They created a TEC dataset from a GEC dataset
and showed the potential of TEC models abil-
ity to correct grammatical errors. Although their
study yielded some promising results, it did not
provide a comprehensive understanding of TEC
grammatical correction ability because of limited
experiments. The primary issue is that their study
has not adhered to these established standard set-
tings, while GEC has been extensively researched
with sophisticated datasets, methodologies, and
evaluation strategies. They used a part of the
Lang-8 learner corpus (Mizumoto et al., 2011) for
evaluation, but this made replication difficult and
comparison with GEC challenging. Additionally,
strategies that proved effective in GEC, such as
the use of pseudo data (Xie et al., 2018; Ge et al.,
2018; Lichtarge et al., 2019; Kiyono et al., 2019)
and pre-trained models (Kaneko et al., 2020; Kat-
sumata and Komachi, 2020), were not tested. This
leaves the actual grammatical correction capabil-
ity of TEC models largely unexplored.

In order to unravel the grammatical correction
capability of TEC models, we conducted exhaus-



Figure 1: Comparison between Grammatical Error Correction (GEC) and Translation Error Correction (TEC). The
example, TEC can solve grammatical errors with ambiguity.

Figure 2: Dataset creation of TEC. The left figure describes the pseudo native language TEC dataset proposed by
Cao et al. (2018). The right one describes the pseudo grammatical error TEC dataset proposed by us.

tive experiments using the standard settings of
GEC. For example, as test datasets, we employed
BEA-2019-dev (Granger, 1998; Yannakoudakis
et al., 2011), CoNLL-2014 (Ng et al., 2014), and
JFLEG (Napoles et al., 2017), which are com-
monly used in GEC assessments. Additionally,
we carried out an inclusive examination of typical
approaches in GEC model construction, such as
pseudo datasets and pre-trained models, thereby
thoroughly examining TEC effectiveness. Fur-
ther, we propose a method for creating large-scale
pseudo data for TEC using parallel corpora and
pseudo grammatical error generation methods be-
cause pseudo data from GEC cannot be directly
applied to TEC. By employing such standard GEC
methodologies, we could compare TEC with var-
ious GEC research. Our results demonstrated that
the ability of TEC models to correct grammatical
errors surpasses GEC in the general experiment
settings and that our pseudo data is consistently
effective on TEC.

2 Related work

2.1 Prior research by Cao et al. (2018)
As highlighted in Section 1, the direct precedent
for this study is the research by Cao et al. (2018).
TEC requires three types of data: Native lan-
guage sentences, errorful English sentences, and
their corrected English sentences (Figure 1). How-
ever, there is no gold dataset that has all three
of these data sets. Cao et al. (2018) proposed
a method for creating a TEC dataset. They first
machine-translated corrected English texts from
the GEC corpus into native language sentences
(i.e. Japanese sentences). This process is illus-
trated in Figure 2. GEC corpus is constructed
of errorful sentences and corrected sentences, and
the native language sentences are translated by
machine translation. The GEC corpus, Lang-8
(Mizumoto et al., 2011), was used as the origi-
nal source of the TEC dataset, and then it was di-
vided into training, development, and evaluation
datasets. Furthermore, Cao et al. (2018) proposed
an LSTM-based model for TEC that incorporates



two encoders, each separately processing the na-
tive and errorful sentences, and compared GEC
with TEC. The evaluation metric was the GLEU
score (Napoles et al., 2015), a variant of the BLEU
score adapted for GEC. They demonstrated that
using native sentences resulted in higher GLEU
scores than using only errorful sentences.

While Cao et al. (2018) was quite pioneering
and remarkable, it encountered certain issues. Two
of the main problems were its non-standard ap-
proach to measuring the ability to correct gram-
matical errors and the limited scope of model con-
struction. Firstly, they utilized the Lang-8 (Mizu-
moto et al., 2011) corpus for evaluation, but it was
not standard and caused some problems. Since
Lang-8 data was collected from a social network-
ing service (SNS) for error correction, it is con-
sidered noisy and may not be suitable for evalu-
ation purposes. It has not been used in GEC re-
search as an evaluation dataset, complicating any
direct comparisons with GEC studies. Further-
more, since the Lang-8 corpus does not define
specific evaluation data and Cao et al. (2018)’s
partitioning is not completely defined, other re-
searchers face challenges reproducing the exper-
iments. Secondly, although GEC research has
demonstrated that some methods are quite effec-
tive, such as pre-trained models and pseudo data,
their research did not test them. In this study, we
aim to assess the grammatical error correction ca-
pability of TEC by adopting standard experimen-
tal settings from GEC and conducting comprehen-
sive experiments.

2.2 Other TEC research

Professional translation error correction TEC
has also been studied as a task for correcting errors
made by professional translators (Lin et al., 2022).
Lin et al. (2022) were the first to introduce the
term TEC task. They constructed a TEC corpus
of professional translators and compared the au-
tomatic post-editing (APE) model with the model
they trained for TEC using this corpus. APE is the
task of fixing machine translation output, and al-
ready many APE models are researched and con-
structed. Lin et al. (2022) argued that TEC, which
corrects human translations, and APE, which cor-
rects machine translations, might exhibit different
tendencies. The result showed that TEC is better
than APE, and they asserted that a model for TEC,
rather than APE, should be used for professional

translators’ corrections.
Our task focuses on errors made by learners

while they focus on errors made by professional
translators. The nature of errors in these two tasks
can be significantly different. For example, in pro-
fessional translation, the use of specialized terms
and correct style is demanded. In the DIGITAL-
OCEAN (DO) corpus they created, such errors re-
lated to specialized terms and style comprise 40%.
On the other hand, our learner-oriented TEC fo-
cuses solely on grammatical errors. Moreover,
learner texts often tend to revolve around daily
or social themes, while the texts for professional
translators are specialized.

Error correction as scoring Short Answer
Scoring (SAS) is a task to automatically grade
short answers. Kikuchi et al. (2021) dedicated
their efforts to grading learner translations using
machines. Although their task is entirely different
from ours, they and we share the common point
of leveraging machines to tackle translations from
second language learners. While our work aims
to generate correct sentences from learners’ texts,
their approach is targeted to provide scores and
feedback across various categories like tense and
conjunctions.

2.3 Method for generating pseudo
grammatical errors

We generate a TEC pseudo dataset because the
methods to generate pseudo grammatical errors
mechanically have been extensively studied as part
of GEC, and these methods can extend the datasets
(Xie et al., 2018; Ge et al., 2018; Lichtarge et al.,
2019; Kiyono et al., 2019). For example, Kiyono
et al. (2019) showed that using pseudo data leads
to an increase of 2-3 points in the F0.5 score of
BEA-2019-dev. Among these researches, the er-
ror generation method using back-translation has
been reported to be effective (Xie et al., 2018; Kiy-
ono et al., 2019), which we adopted for this study.
In the context of GEC, back-translation refers to
constructing a model that uses GEC corpora to in-
put corrected sentences and output erroneous ones,
then applying it to a monolingual corpus to gener-
ate synthetic error data.

2.4 Pre-trained language models for GEC

We also apply a pre-trained language model to
our TEC experiments because the method of fine-
tuning pre-trained language models has been re-



ported to be effective in GEC (Kaneko et al., 2020;
Katsumata and Komachi, 2020). For example,
Kaneko et al. (2020) showed that using the pre-
trained encoder model BERT (Devlin et al., 2019)
caused to increase of about 3 to 5 points in the F0.5

score on BEA-2019-test. Katsumata and Komachi
(2020) showed that GEC models can get enough
scores by utilizing BART (Lewis et al., 2020).

3 Proposed method

We aim to understand the ability of TEC mod-
els to correct grammatical errors comprehensively.
Therefore, we apply the standard experimental
setup of GEC to TEC and utilize experimental
methods proven effective in GEC within the TEC
context because GEC has already been extensively
studied. Furthermore, we propose a method for
generating large-scale pseudo TEC data to em-
ploy pseudo data in TEC because pseudo data has
proved quite valuable in GEC.

Pseudo TEC data In our experiment, we em-
ploy two types of pseudo TEC data, which can
be confusing. We refer to the reproduced TEC
datasets originally proposed by Cao et al. (2018)
as pseudo native language TEC data and the data
proposed by us as pseudo grammatical error TEC
data. Figure 2 explains the difference between
pseudo native language TEC data and pseudo
grammatical error TEC data. Pseudo native lan-
guage TEC data is created from GEC dataset and
machine translation, and pseudo grammatical er-
ror TEC data is created from the translation dataset
and automatic grammatical error injection.

We use pseudo grammatical error TEC data as
pre-training data and use pseudo native language
TEC data as fine-tuning and evaluation data be-
cause, in TEC, the quality of grammatical errors is
more important than that of native sentences.

3.1 Validation of TEC in grammatical error
correction

For standard experiments based on GEC, it is
believed to be crucial to standardize the source
datasets, evaluation, and methodology.

Cao et al. (2018) developed pseudo native lan-
guage TEC data by using source GEC datasets and
machine translation (Figure 2). Cao et al. (2018)
machine translated the correct sentences of a GEC
dataset and created TEC data. We also develop
TEC data in the same way.

Dataset Sentences
Lang-8 1,037,561
NUCLE 57,151
FCE 33,236
W&I+LOCNESS 34,304
Total 1,162,252
Corrected 564,688
Our pseudo data 8,300,633

Table 1: The sentence pairs of training datasets (Cor-
rected) and those of pseudo pre-training dataset. Our
‘pseudo’ means ‘pseudo grammatical error’. We uti-
lize only those sentence pairs with corrections (Kaneko
et al. (2020)).

Dataset Metric Sentences
BEA-2019 dev F0.5(ERRANT) 4384
CoNLL-2014 F0.5(MaxMatch) 1312
JFLEG GLEU 747

Table 2: The sentence pairs and metrics of evaluation
datasets.

Source datasets As the source dataset of TEC,
we mainly utilize the BEA-2019 shared task
datasets (Bryant et al., 2019; Granger, 1998;
Mizumoto et al., 2011; Tajiri et al., 2012; Yan-
nakoudakis et al., 2011; Dahlmeier and Ng, 2012)
because it is standard in GEC. We make a train-
ing dataset and development TEC dataset from the
BEA-2019 training dataset and the BEA-2019 de-
velopment dataset. This experiment setting en-
ables comparison with other studies in GEC. The
number of sentence pairs is shown in Table 1. As
the training data, we utilize only those sentence
pairs that had corrections, amounting to a total of
564,688 sentence pairs. (Kaneko et al. (2020))

As evaluation datasets, we use BEA-2019-
dev (Granger, 1998; Yannakoudakis et al., 2011),
CoNLL-2014 (Ng et al., 2014) and JFLEG
(Napoles et al., 2017), which are datasets with
publicly available corrected sentences and are fre-
quently used as evaluation data in GEC. In GEC,
it is crucial to evaluate the model using multi-
ple datasets (Mita et al., 2019). Therefore, we
apply not only BEA-2019 but also JFLEG and
CoNLL-2014. The number of sentence pairs in
each dataset is shown in Table 2. The reason why
we do not use BEA-2019-test is that it is not pub-
lic. In order to create pseudo-native language TEC
data, corrected sentences need to be public.



Figure 3: Comparison of input sentences of our experiments between Grammatical Error Correction (GEC) and
Translation Error Correction (TEC).

Evaluation ERRANT (Bryant et al., 2017),
MaxMatch (Dahlmeier and Ng, 2012), and GLEU
(Napoles et al., 2015) were used for each evalu-
ation dataset. For BEA-2019-dev evaluation, we
use a distributed m2 file for evaluation.

Methodology We apply two approaches to
TEC: the use of pre-trained language models and
dataset augmentation with pseudo data. This is
because it is shown that they are effective on
GEC (Katsumata and Komachi, 2020; Rothe et al.,
2021; Xie et al., 2018; Ge et al., 2018; Lichtarge
et al., 2019; Kiyono et al., 2019). Regarding
pseudo data, we propose a new method for gen-
erating pseudo data specifically tailored for TEC.
This will be detailed in the following subsection.
We utilize pre-trained language models and fine-
tune them for TEC. Drawing on the GEC ex-
periments conducted by Katsumata and Komachi
(2020), we choose to use mBART. Since TEC re-
quires two languages as input, it is necessary to
use the pre-trained model that has been trained on
a group of languages, including the two languages.

Furthermore, note that in this study, the native
language sentences for TEC are created from the
corrected sentences, which serve as answers. We
conducted experiments with only native language
sentences as input to verify whether there was any
significant leakage of answers from the native lan-
guage sentences.

3.2 Creation of pseudo grammatical error
TEC data

As we mentioned in the last paragraph, we gen-
erate a pseudo TEC dataset and utilize it because
pseudo datasets are helpful for GEC. We generate
pseudo grammatical error TEC data by inserting

pseudo grammatical errors into a parallel corpus
and then evaluate the effectiveness of this data us-
ing pre-training (Figure 2).

We use JparaCrawl (Morishita et al., 2020) as
the parallel corpus and employ back-translation
(Xie et al., 2018) as the method to generate pseudo
grammatical errors and thus create the pseudo
grammar error TEC data. JparaCrawl is a large-
scale Japanese-English parallel corpus created by
crawling the web, and we used only sentences with
a bleualign score of 0.75 or higher. The extracted
data from JparaCrawl consists of 8,300,633 sen-
tence pairs.

After pre-training with this pseudo grammati-
cal error TEC data, we perform fine-tuning with
pseudo native language TEC data to create the
TEC model.

4 Experimental settings

4.1 Settings to create datasets
Pseudo native TEC data As is the same as Cao
et al. (2018), we developed pseudo native TEC
datasets by using GEC datasets and machine trans-
lation (The left side of Figure 2). We used DeepL2,
which was accessed in December 2022, to create
the native (Japanese) sentences.

In TEC, there are two input sentences, thus,
there are various methods for constructing input.
In our experiments, the input sentences of TEC
were created by simply concatenating the native
(Japanese) sentences and error sentences, like ‘私
は東京に住んでいる。 <sep> I am leaving in
Tokyo.’ (The right side of Figure 3). ‘私は東京
に住んでいる。’, which means ‘I am living in
Tokyo’ in English, is the native sentence, and ‘I

2https://www.deepl.com/



Params Values
Epochs 60
Optimizer adam
LR 1× 10−4

LR-scheduler inverse_sqrt
Criterion label_smoothed_cross_entropy
Dropout 0.3
Max tokens 4096

Table 3: Main hyperparameters to train models

am living in Tokyo.’ is the errorful English sen-
tence.

Pseudo grammatical error TEC data We cre-
ate pseudo grammatical error TEC data by adding
pseudo grammatical errors to a parallel cor-
pus JparaCrawl (Morishita et al., 2020) for pre-
training TEC. For injecting grammatical errors,
we adopted back-translation. We used BART
(Lewis et al., 2020) for the back-translation model
and trained it with BEA-2019 training datasets.
We employed noised back-translation (Xie et al.,
2018), which adds noise during beam search, and
the parameter β was set to 8.0 as is same with
Koyama et al. (2021).

4.2 The settings of the models

As error correction models’ architecture, we use
a standard sequence-to-sequence Transformer ar-
chitecture with 12 layers for the encoder and de-
coder. The pre-trained language model we used
was mbart.cc25 (Liu et al., 2020). In addition, sen-
tencepiece (Kudo and Richardson, 2018) was ap-
plied to all data, and for sentencepiece model, we
used the tokenization models shared by Liu et al.
(2020). The output was generated by performing
a beam search with five beams and selecting the
most probable output. Other detailed hyperparam-
eters are shown in Table 3. We did four random
seed experiments for each experimental setting.

5 Results

5.1 Validation of TEC in grammatical error
correction

Table 4 presents the results of comparing TEC
with GEC. This table is divided into six sections.
The first four sections compare the grammatical
error correction capabilities of GEC and TEC.
The fifth section provides auxiliary experiments
for discussing leakage issues, and the last section

presents the results of previous GEC studies. In
the first four sections, GEC and TEC are compared
within each section. The abbreviation ‘LM’ signi-
fies that the training started from a pre-trained lan-
guage model, and ‘pseudo’ indicates whether pre-
training was conducted using our pseudo gram-
matical error TEC data.

GEC vs. TEC In the baseline setting (the first
section in the Table 4), the TEC model lags behind
the GEC model by more than one point in two out
of three experimental settings. However, in other
settings (the second to fourth sections), TEC mod-
els show a comparable or better ability to correct
grammatical errors than GEC models.

Effectiveness of pre-trained language models
It is observed that pre-trained models contribute
significantly to the results. This is already shown
in GEC (Kaneko et al., 2020), and the same ef-
fect was found to hold true for TEC as well.
When comparing the TEC baseline model (TEC:
second row in the table) and the model uti-
lizing the LM (TEC+LM: fourth row), we ob-
serve an improvement of over 10 points in BEA-
2019 and CoNLL-2014, and an increase of more
than 2 points in GLEU. Furthermore, consistently
higher performance is seen in the model utiliz-
ing both our pseudo-data and pre-training mod-
els (TEC+LM+pseudo: eighth row) compared to
the one using only the pseudo-data (TEC+pseudo:
sixth row).

Comparison with previous work GEC results
of Katsumata and Komachi (2020) have higher
scores than our GEC results, probably because
of the difference in the pre-trained model. Their
model is constructed from only English, but mbart
is constructed from 25 languages.

Leak check The fifth section presents an exper-
iment wherein we input only Japanese sentences
to produce corrected sentences, checking for any
serious leaks in the answers. This experiment is
necessary to verify that there is no serious leak
because these native language sentences are made
from answers, that is, corrected sentences. The
scores in the fifth section significantly lag behind
those in the first four sections, with most falling
behind by more than 10 points. The low scores
when only Japanese is used (ninth and tenth row)
suggest that the leakage of correction information
is unlikely to have occurred.



Method TEC LM pseudo
BEA-2019-dev (ERRANT) CoNLL-2014 (MaxMatch) JFLEG

P R F0.5 P R F0.5 GLEU
GEC 24.49 22.90 24.16 47.97 31.38 43.38 52.74
TEC ✓ 22.31 29.37 23.43 44.44 37.22 42.76 53.54
GEC+LM ✓ 44.04 31.80 40.65 60.87 41.01 55.38 56.56
TEC+LM ✓ ✓ 47.79 33.83 43.90 62.24 42.25 56.72 56.29
GEC+pseudo ✓ 40.25 27.39 36.79 62.09 38.20 55.18 57.63
TEC+pseudo ✓ ✓ 39.59 38.27 39.31 59.92 47.01 56.80 59.00
GEC+LM+pseudo ✓ ✓ 47.18 30.65 42.56 68.32 41.39 60.43 59.35
TEC+LM+pseudo ✓ ✓ ✓ 44.47 42.61 44.07 62.35 49.41 59.24 60.03
Translation T 5.68 23.83 6.70 30.31 49.13 32.83 21.19
Translation+LM T ✓ 7.77 31.02 9.14 31.57 54.39 34.46 26.24
Kaneko et al. (2020) - - - 59.2 31.2 50.2 52.7
Kaneko et al. (2020) bert - - - 63.6 33.0 53.6 54.4
Kaneko et al. (2020) bert ✓ - - - 69.2 45.6 62.6 61.3
Katsumata (2020) bart - - - 69.3 45.0 62.6 57.3

Table 4: The results of our methods and previous work of GEC. TEC means using native language sentences, and
the absence of a checkmark means GEC. LM means using a pre-trained language model, and pseudo means using
a pseudo TEC (or GEC) dataset for pre-training. The top of the four groups is the comparison between GEC and
TEC in each experiment setting. The fifth group is the experiment using only Japanese sentences to check the leak
of the answers. The sixth group is the results of the previous work of GEC. Katsumata and Komachi (2020) and
Kaneko et al. (2020) has only errorful input (GEC). Additionally, the pseudo dataset size of Kaneko et al. (2020)
is about 70M, and ours is about 8M. Bold indicates the highest score of each group. Precision (P) and Recall (R)
are metrics that need to be considered comprehensively and therefore are not emphasized in bold. Scores of our
experiments are an average of 4 times experiments.

5.2 Effectiveness of our pseudo grammatical
error TEC data

We compare the model pre-trained on our pseudo
datasets with the model not pre-trained and show
how effective our pseudo data is. The results are
also shown in Table 4. The results demonstrate
that the models pre-trained on our data consis-
tently lead to higher scores compared to the mod-
els without pre-training on our data. For example,
there is more than 5 points difference in all three
metrics between the baseline TEC model (TEC:
the second row in the table) and the model pre-
trained on our pseudo pre-training (TEC+pseudo:
the fourth row in the table). Our datasets are valu-
able not only for TEC but also for GEC. When we
compare the baseline GEC model (the first row)
with GEC+pseudo (the fifth row), there is about
15 points difference in BEA-2019-dev.

Comparison with previous work Kaneko et al.
(2020) pseudo results (the thirteenth row) have
higher scores than our GEC+LM+pseudo results
(the seventh row), probably because of the differ-
ence in the size of the pseudo dataset. Theirs is
about 70B, and ours is about 7B.

6 Analysis

6.1 Evaluation of TEC

In our experiment, TEC and GEC scores are not
quite different in our baseline setting (the first and
second row in Table 4), but TEC is consistently
strong when we use a pre-trained model or pseudo
data (the third to eighth rows in the figure).

These results may indicate that, in the base-
line setting, Japanese information becomes noise
for the TEC model, while using the pseudo-
grammatical error TEC data and the pre-trained
model allowed for the effective use of Japanese in-
formation. This could suggest that the volume or
quality of the pseudo native TEC datasets may be
inadequate and that these datasets alone may not
allow for adequate learning of Japanese grammar
and vocabulary, potentially causing the Japanese
information to become noise for the TEC model.
On the other hand, the models using pseudo gram-
matical TEC dataset or the pre-trained model are
believed to learn from human-curated datasets and
utilize a larger volume of data, offering both qual-
itative and quantitative superiority. Pseudo gram-
matical TEC dataset or the pre-trained model may



Error types F0.5 diff Count
NOUN:INFL 15.94 10
ADJ:FORM 10.64 16
VERB:TENSE 8.66 473
SPELL 8.42 387
PUNCT 6.85 1478
VERB 5.30 402
ADV 4.69 115
ADJ 4.62 113
VERB:SVA 3.19 148
PRON 2.67 178
NOUN 2.38 328
CONJ 1.78 44
VERB:INFL 0.99 5
NOUN:NUM 0.98 251
OTHER 0.49 980
MORPH 0.05 158
NOUN:POSS -0.37 66
PREP -0.37 740
CONTR -0.64 30
VERB:FORM -0.70 236
DET -0.87 796
WO -2.68 95
ORTH -3.70 352
PART -5.01 60

Table 5: The difference in error type. The ‘F0.5diff’ is
determined by subtracting the GEC score from the TEC
score, and ‘Count’ represents the sum of True Positives
(TP) and False Negatives (FN).

have allowed the TEC model to learn Japanese
grammar and vocabulary effectively and to utilize
the Japanese information more advantageously.

6.2 Error types

We compare TEC with GEC in each error type, by
using BEA-2019-dev and ERRANT (Felice et al.,
2016; Bryant et al., 2017). ERRANT can au-
tomatically assign errors to 25 main error cate-
gories. For instance, NOUN:INFL refers to noun
inflection errors, such as “informations” corrected
to “information”, and VERB:TENSE represents
tense-related verb errors, like “eats” corrected to
“ate”. In Table 5, we show the result on each
error type. We use the baseline models (the first
and second row in Table 4) for comparison. From
these results, it appears that errors related to verbs,
such as tense mistakes, might be more readily cor-
rected with semantic information like native lan-
guage sentences. On the other hand, errors involv-
ing determiner (DET: the→ a), word order (WO:

only can → can only), and particle (PART: in →
at) may not significantly benefit from semantic in-
formation, suggesting that it may not always be
useful for correcting these types of mistakes. Par-
ticularly, concepts such as determiner do not ex-
ist in Japanese, and word order sometimes differs
from Japanese one. Thus, during the correction
process, the information from the native language
may have potentially acted as noise.

7 Conclusion

In this paper, we evaluated the grammatical er-
ror correction capabilities of TEC models and
proposed a method for constructing large-scale
pseudo TEC data. As a result, it was found that
TEC outperforms GEC regarding grammatical er-
ror correction capabilities under many experimen-
tal settings and that our large-scale pseudo TEC
dataset consistently works effectively.

Future work There are two important future
works for TEC. Firstly, constructing the gold
dataset of TEC is needed. Our research is eval-
uated on pseudo native language TEC data. It has
similar grammatical errors to gold data, but there
might be significant differences in native language
sentences. Secondly, we hope the TEC models’
ability to correct errors beyond grammar, such as
semantic errors. Our experiments are limited to
investigating the ability to correct grammatical er-
rors. Unlike GEC, TEC can potentially correct se-
mantic errors and become more educational. For
example, GEC cannot correct a wrong tense be-
cause it is correct as a sentence, but TEC can.

Research on TEC is still limited, and we hope
that more research will be done in the future.
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