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Abstract

Lately, instruction-based techniques have made
significant strides in improving performance
in few-shot learning scenarios. They achieve
this by bridging the gap between pre-trained
language models and fine-tuning for specific
downstream tasks. Despite these advance-
ments, the performance of Large Language
Models (LLMs) in information extraction tasks
like Named Entity Recognition (NER), using
prompts or instructions, still falls short of su-
pervised baselines. The reason for this perfor-
mance gap can be attributed to the fundamental
disparity between NER and LLMs. NER is
inherently a sequence labeling task, where the
model must assign entity-type labels to indi-
vidual tokens within a sentence. In contrast,
LLMs are designed as a text generation task.
This distinction between semantic labeling and
text generation leads to subpar performance.

In this paper, we transform the NER task into a
text-generation task that can be readily adapted
by LLMs. This involves enhancing source
sentences with task-specific instructions and
answer choices, allowing for the identification
of entities and their types within natural
language. We harness the strength of LLMs
by integrating supervised learning within
them. The goal of this combined strategy
is to boost the performance of LLMs in
extraction tasks like NER while simultaneously
addressing hallucination issues often observed
in LLM-generated content. A novel corpus
Contract NER comprising seven frequently
observed contract categories, encompassing
named entities associated with 18 distinct legal
entity types is released along with our baseline
models. Our models and dataset are available
to the community for future research1.

∗* Authors contributed equally
1https://github.com/pavanbaswani/ContractNER/

1 Introduction

Contracts are legally enforceable agreements that
outline the rights and responsibilities of involved
parties, governing interactions between companies,
employees, contractors, customers, and suppliers.
In contrast to the corpora commonly utilized for
pre-training deep models, the composition and ter-
minology of contracts differ significantly. Con-
tracts usually adhere to specific template formats to
ensure unambiguity. Given the significance of pre-
cise word selection and sentence structure in legal
documents, even minor ambiguities can result in un-
intended interpretations and consequences. There-
fore, meticulous drafting and thorough review of
contracts are crucial, as they serve as essential in-
struments for managing business relationships and
mitigating risks. Creating automated tools and ap-
plications can play a crucial role in diminishing the
time required to accomplish contract understand-
ing, drafting, and review.
Among the tasks proposed to facilitate contract re-
view, entity extraction which is based on named
entity recognition (NER) plays a fundamental role
in extracting information and processing the con-
tract. Commonly, systems designed to recognize
named entities identify individuals, organizations,
dates, locations, currency terms, and more. How-
ever, named entities found in legal texts exhibit nu-
anced differences and demand a more fine-grained
analysis. Extracting named entities or contract ele-
ments manually can be time-consuming, expensive,
and repetitive, prompting the demand for automa-
tion sought by legal professionals and their clients.
With this in mind, our paper aims to address the
challenge of automatically identifying crucial con-
tract elements. These elements, which include par-
ties involved, specific dates, monetary values, ex-
plicit rights and obligations, and relevant governing
laws, hold significant importance within a contract.
By automating the identification of these elements,
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we can streamline the contract analysis process, re-
duce costs, and improve overall efficiency in the
legal domain. The paper uses the terms "Named
Entity Recognition" and "Contract Element Extrac-
tion" interchangeably in the context of contracts.
Previous studies have focused on identifying
fine-grained named entities in judgment docu-
ments (Kalamkar et al., 2022; Leitner et al.; Bar-
riere and Fouret, 2019). However, when it comes
to contracts, similar efforts have been constrained
by the limited coverage of entity types (Au et al.,
2022; de Almeida et al., 2020) and contract cate-
gories (Leivaditi et al., 2020; Niklaus et al., 2023).
This paper presents the development of a prompt-
based corpus for contract Named Entity Recog-
nition (NER) encompassing eighteen fine-grained
entity types from seven commonly encountered
contract types. The study includes the creation of
baseline models for sequence labeling, parameter-
efficient learning, and prompt-based learning us-
ing LLMs and involves a comparative analysis of
LLMs performance in information extraction tasks.
Additionally, the guidelines used for the construc-
tion of the corpus are presented in detail in this
work.

2 Related Work

Over the past few years, there has been a notable
rise in research activity centered around document
and text processing in the legal domain. This surge
in interest has led to the development of numer-
ous datasets, tasks, and applications, including but
not limited to prior case retrieval (Al-Kofahi et al.,
2001; Jackson et al., 2003), summarization (Bhat-
tacharya et al., 2019), events and named entities
extraction (Kalamkar et al., 2022; Lagos et al.,
2010), and judgment prediction (Xiao et al., 2018;
Chalkidis et al., 2019; Malik et al., 2021).
A considerable amount of work has been done in
contract analysis and information extraction from
contracts (Yang et al., 2013; Silva et al., 2020; Mit-
tal et al., 2015). Extracting contract elements from
legal documents, such as contracts, has been a long-
standing challenge for the legal and artificial intel-
ligence (AI) communities.
One of the earliest approaches to contract ele-
ment extraction involved using rule-based meth-
ods, where experts manually created rules with
hand-crafted features, word embeddings, and part-
of-speech tag embeddings to identify and extract
specific elements from contracts (Chalkidis et al.,

2017). The primary emphasis is placed on the
extraction of essential elements, including the con-
tract’s title, start, and termination dates, contracting
parties, contract value, and more. Although these
methods demonstrated effectiveness, they were lim-
ited by their inability to handle the complexity and
variability of natural language. This is attributed to
the use of linear classifiers, which may not be able
to capture complex relationships between the input
features and output labels.
Use of deep learning methods for contract element
extraction (Chalkidis and Androutsopoulos, 2017)
along with conditional Random Fields (Finkel et al.,
2005; Xu and Sarikaya, 2013) was popular for se-
quence labeling tasks prior to neural networks. The
authors proposed a Bidirectional LSTM (BILSTM)
model that operates on word, part-of-speech (POS)
tags, and token shape embeddings. This model
was tested against the linear sliding-window clas-
sifiers (Chalkidis et al., 2017). The advantages of
this approach are that it does not rely on manually
written rules and it can handle multi-token contract
elements.
Recently, neural networks (Huang and Xu, 2015;
Ma and Hovy, 2016; Chalkidis et al., 2019) based
approaches were employed for contract elements
extraction. This approach (Chalkidis et al., 2019)
investigates the task of contract element extraction
and compares the performance of several neural
network-based models such as LSTM-based en-
coders, and transformers. BERT (Devlin et al.,
2019) based approaches (Zhang et al., 2020; Chen
et al., 2019) formulate contract elements as a se-
quence labeling task by adapting BERT (Zhang
et al., 2020), a state-of-the-art language model.
These models show promising results in extract-
ing important content elements from business doc-
uments. The study demonstrates that even with a
modest amount of annotated data, the model can
achieve reasonable accuracy, which is valuable for
practical applications. Prompt-based methods (Bar-
riere and Fouret, 2019) have shown significant
progress in few-shot learning scenarios by bridging
the gap between language model pre-training and
fine-tuning for downstream tasks.
The majority of the aforementioned approaches
are constrained by their focus on only one or two
types of business documents, which hinders their
ability to generalize well to other types of busi-
ness documents. The specificity of the training
data and features used in these approaches may



not fully encompass the diverse characteristics and
structures present in different business document
domains. Therefore, there is a need to develop
more versatile methods that can effectively handle
a wider range of business document types, ensuring
broader applicability and adaptability in contract
analysis tasks. Our work is inspired by these ap-
proaches, we build and release an annotated dataset
along with train language models to enable the au-
tomatic identification and extraction of contract
elements from contracts. The improvements pre-
sented in this paper include significant coverage in
the targeted document types and fine-grained clas-
sification for contract elements. This work aims
to facilitate the creation of various legal AI appli-
cations that can automatically detect fine-grained
named entities from contracts. This advancement
aims to streamline contract processing and review-
ing, making the entire process much more efficient
and user-friendly.

3 Contract NER Corpus

Our dataset comprises diverse legal contracts
sourced from SEC EDGAR2(Electronic Data Gath-
ering, Analysis, and Retrieval). It is a comprehen-
sive online database maintained by the U.S. Securi-
ties and Exchange Commission (SEC). It serves as
a centralized repository for a wide range of finan-
cial and business-related documents submitted by
publicly traded companies, investment firms, and
other entities regulated by the SEC.

3.1 Contract Preprocessing

In the process of curating our legal contract dataset
and making the contracts amenable to further anal-
ysis, we extracted plain text from raw documents
sourced. In the scraped dataset, we observed a di-
verse range of contract titles, but not all titles were
equally represented. To address this imbalance, we
employed heuristics to extract the most common
contract titles based on their frequency of occur-
rence. Table 1 outlines the contract titles extracted
and the counts of contracts extracted for each title.
By including a diverse set of frequently titled docu-
ments in the training data, the model gains a deeper
understanding of legal contract structures and their
terminology. Leveraging a rich and varied training
dataset enables our model to become a powerful
tool for handling contract-related entity extraction,

2https://www.sec.gov/edgar/search-and-access

and streamlining contract analysis efficiently with
precision and efficiency.

Contract Type Train Dev Test
Employment 113 19 15

Credit 4 2 2
Purchase 53 6 6

Loan 15 4 4
Lease 35 4 4

Indemnification 21 2 2
Consulting 16 2 2

Table 1: Legal Contract types and their documents’
distribution

3.2 Pre Annotations

Manual annotation using entity recognition tag-
gers is a crucial and labor-intensive process. It
involves human annotators carefully examining the
text data and marking specific words or phrases
that represent named entities, such as names of
people, organizations, locations, and other proper
nouns. Entity taggers are NLP tools that ex-
tract mentions of entities (such as people, places,
or objects of interest) from a document. They
are used for various purposes including informa-
tion extraction, and question-answering. Differ-
ent entity recognition taggers are available based
on their purpose and scope. General-purpose
taggers are versatile annotation tools used for
various tasks, such as classification, span detec-
tion, entity tagging, and part-of-speech tagging.
Some commonly used tools for generic tagging
tasks include GATE Teamware (Bontcheva et al.,
2013), NameTag (Straková et al., 2014), SELEC-
TIVE ANNOTATION (Do Dinh et al., 2015),
SLATE (Kummerfeld, 2019), and DoTAT tool (Lin
et al., 2022). They were largely utilized to per-
form the generic tagging tasks mentioned above.
On the other hand, there are named entity tag-
gers like WebAnno (Yimam et al., 2013), (Yi-
mam et al., 2014), Open Annotation (OA)(Pyysalo
et al., 2015), TALEN(Mayhew and Roth, 2018),
APLenty (Nghiem and Ananiadou, 2018), Al-
pacaTag (Lin et al., 2019), CroAno (Zhang et al.,
2021), Doccano (Nakayama et al., 2018), Label
Studio (Tkachenko et al., 2020-2022) and INCEp-
TION (Klie et al., 2018) that work well with en-
tity tagging. However, some of these taggers are
not open-sourced, and few lack support for pre-
loaded annotations using available entity taggers
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like Spacy3 or LexNLP4. To enhance the annotation
process and enable pre-annotations from available
pre-trained models, we used in-house named entity
tagger that can serve our specific purposes effec-
tively. We leverage the few-shot predictions capa-
bility of ChatGPT5 and predictions from LexNLP
to auto-populate annotations related to predefined
entity categories. Entity extraction using ChatGPT
involves providing context from the contract and
posing an instruction. An example of the prompt
we used is in Figure 1. The model’s few-shot capa-
bility enables it to extract various entities, such as
dates, parties, acts, governing laws, and amounts,
from the contract. This flexibility and adaptabil-
ity make it a valuable tool for automated analysis
of legal documents. For other specific entities like
generic dates, addresses, courts, and acts, we utilize
the LexNLP python library, which employs trained
models, heuristics, and dedicated functions to iden-
tify and extract entities. For example, LexNLP of-
fers a function to extract generic dates by scanning
the input text and retrieving all date-related entities.
The output of the extraction process presents well-
structured representations of the identified entities,
typically in lists or dictionaries, ready for further
processing or analysis to meet the application’s
specific requirements.

The choice to utilize both ChatGPT and LexNLP
for pre-annotations serves the purpose of optimiz-
ing accuracy and ensuring precise matches, as well
as broadening the scope of annotations. For a
few entities including Act and Regulation, LexNLP
tends to have a higher exact match rate compared to
ChatGPT. However, when it comes to distinguish-
ing and labeling dates as Effective, Termination, or
Renewal, ChatGPT proves to be more adept. This
combined approach empowers efficient and accu-
rate entity extraction, streamlining the annotation
and analysis of legal contracts.

3.3 Manual Review and Corrections

In this paper, we also emphasize the significance of
guidelines in human-annotated tasks. Guidelines
play a vital role in reducing ambiguity and ensuring
creation of accurate datasets. Specifically, we fo-
cused on contract-specific entities commonly found
within contracts and formulated detailed guidelines
to facilitate the annotation process.

3https://spacy.io/
4https://github.com/LexPredict/

lexpredict-lexnlp
5https://chat.openai.com/

To ensure consistency and reliability in the an-
notation, we enlisted three groups, each compris-
ing three student annotators. The annotators were
provided with the guidelines and tasked with anno-
tating the contract-specific entities in the given pre-
annotated contracts. The annotations produced by
the annotators were thoroughly evaluated against
the guidelines. Based on the understanding of the
task and the quality of their annotations, two anno-
tators were selected for further analysis. Each of
the chosen annotators was assigned 125 contracts
to annotate, allowing us to assess the consistency
and precision of their annotations on a substantial
sample size. The annotators were provided with
comprehensive guidelines for each entity category.
We list the guidelines in Appendix A Table 5. Ad-
ditionally, they were given general guidelines to
ensure consistency and accuracy in their annota-
tions:

1. Concise: The span marking the entity should
be succinct and directly relevant to the entity’s
representation in the contract.

2. Correct: While there might be multiple valid
options for the entity type in the contract, an-
notators were instructed to select the most
appropriate and accurate answer based on the
context and guidelines provided.

The annotators were given access to the pre-
annotated sentences (section 3.2). Their task in-
volved either rectifying incorrect annotations or
adding any missing annotations as necessary. Fig-
ure 2 and Figure 3 show examples of annotators
modifying and correcting the pre annotations.

The objective of enhancing the accuracy and
reliability of our dataset was accomplished by in-
corporating these comprehensive guidelines and
consistently conducting sampling and evaluation
of the annotated data.

4 Experiments and Analysis

In this section, we detail the exhaustive experi-
ments on fine-grained named entities found in con-
tracts and verify the effectiveness of instruction
models for named entity recognition tasks. Al-
though LLMs (Large Language Model-based Mod-
els) have achieved remarkable success in various
NLP tasks like text generation, summarization, and
sentiment analysis, their performance in informa-
tion extraction tasks, particularly in Named Entity
Recognition (NER), is still lacking compared to

https://spacy.io/
https://github.com/LexPredict/lexpredict-lexnlp
https://github.com/LexPredict/lexpredict-lexnlp
https://chat.openai.com/


Figure 1: Prompt For Few-Shot Learning in ChatGPT

Figure 2: Add Missed Annotation

Figure 3: Rectify Pre Annotation

supervised approaches. Additionally, LLMs en-
counter the issue of hallucination, which limits
their usability in critical information retrieval tasks,
where accuracy is crucial. To overcome these lim-
itations, a promising approach is to harness the
strengths of both LLMs and supervised models
through a combination strategy. When fine-tuned
on NER-specific data, LLMs can effectively learn
to recognize and extract named entities, surpassing
the zero-shot and few-shot capabilities of LLMs.

4.1 Models
In our experiments, we compare popular NER
model architectures including prompt-based meth-

ods.
1) Sequence labeling models: We apply the tradi-
tional sequence labeling method for named entity
recognition with the token classification method
of BERT (Devlin et al., 2019). We extend BERT
(LEGAL-BERT-BASE) for sequence labeling in
order to identify phrases of interest. It enables
fine-grained entity recognition at the token level,
allowing for precise localization and classification
of entities.
2) Parameter Efficient models: Parameter-
efficient models (Liu et al., 2022) have become
increasingly popular in recent times. These mod-
els focus on updating only a small subset of pa-
rameters during the adaptation of a pre-trained
model to downstream tasks. A notable example
of parameter-efficient tuning is Low-Rank Adap-
tation (LoRA) (Hu et al., 2021), which aims to
reduce the number of trainable parameters by em-
ploying low-rank representations. We fine-tune
our dataset with the token classification method
of roberta-large (Liu et al., 2019) model. LoRA
was applied on the large model to attain efficiency
in storage and training. With significantly fewer
parameters, LoRA allows for a more streamlined
and resource-efficient model, making it a favorable
option.
3) Prompt based models Having observed the ben-
efits of few-shot learning in our pre-annotations, we
decided to explore the potential of prompt-based
models, which have gained significant importance
in the field. These models reframe the sequence
labeling task as a generation problem, providing



a fresh perspective to tackle the NER task. To
align our dataset with this innovative approach,
we transformed it into an instruction-based genera-
tive framework inspired by NER model based on
instructions (Wang et al., 2022). By combining
source sentences with descriptive task instructions
and limited answer options, we crafted a setup that
enhances the model’s ability to understand and gen-
erate relevant entities. Finally, we fine-tuned the
T5-small model (Raffel et al., 2020) on this mod-
ified dataset, capitalizing on the power and versa-
tility of prompt-based learning to further improve
our NER results. We opted for T5-small due to
its architecture, which includes both encoder and
decoder components. Information extraction tasks
tend to benefit from architectures that incorporate
both encoder and decoder, as opposed to models
that only feature a decoder. The combination of
prompt-based techniques and T5-small fine-tuning
improved the performance of our NER system.

4.2 Experimental Setup
Hyper Parameters: For training the model, we
utilized consistent hyperparameters, such as a se-
quence length of 512, a learning rate of 5e-5, Adam
optimizer, and a batch size of 4, while also em-
ploying the number of beams to 3 for the Prompt
based Model. The training was performed on a ma-
chine with the following hardware specifications:
Nvidia P100 GPU with 16GB memory, operating
at 1.32GHz GPU clock, supported by 2 CPU cores
and 12GB RAM, all hosted on the Kaggle platform.

4.3 Data Induction
The data annotation and induction process was con-
ducted in three stages, each with varying token
samples, and the model’s performance was eval-
uated on unseen inference data picked from SEC.
The contract categories and titles gathered from
the SEC were vast, making it impractical to train
and annotate all titles at once. Therefore, we con-
ducted a staged induction experiment. This ap-
proach aimed to assess the model’s ability to gen-
eralize to the language used in contracts and its
adaptability to new, similar data. The results of this
experiment, when applied to unknown data, pro-
vide the confidence that the model can effectively
handle unseen contract categories.

During the first stage, the model was trained
exclusively on contracts pertaining to the Employ-
ment category. In the second stage, a few related
contract categories Credit, Lease, were added, and

the model was retrained. Subsequently, in the third
stage, additional diverse contract categories Con-
sulting, Loan, and Indemnification were included,
and the model underwent retraining.

All contracts are divided into paragraphs since a
paragraph as a unit might be of a higher value than
an isolated sentence. Table 2 denotes the number
of paragraphs and unique tokens observed in each
stage. Table 3 denotes the fine-grained contract
entity-wise distribution across each stage.

Our instruction-based T5-small model’s perfor-
mance in all three stages was then evaluated on
the unseen inference data. The primary objective
is to assess its proficiency in dealing with novel
categories. Visual representations in Appendix B
Figure 4, Figure 5 and Figure 6 showcase the in-
ferred results using our in-house annotation tool.
It is evident that the model trained on Stage1 data
struggled to recognize entities absent from its train-
ing data. Conversely, models trained on Stage2 and
Stage3 exhibit enhanced generalization capabilities
and excel in recognizing patterns and entities be-
yond their training data, reflecting their real-world
applicability.

4.4 Results

Table 4 presents the outcomes achieved with three
baseline models: sequence labeling token clas-
sification, a parameter-efficient model fine-tuned
on a large pre-trained language model coupled
with LoRA, and an instruction-based model fine-
tuned using T5-small coupled with LoRA on our
complete dataset. Our observations indicate that
instruction-based models have outperformed both
sequence labeling and parameter-efficient models.
This outcome supports our hypothesis that super-
vised learning on large language models (LLMs)
leads to improved accuracy. In the case of a few
entity categories such as Rent and Shares, where
token-based classification in both sequence-based
models and parameter-efficient models failed to
produce results on the test data due to limited sam-
ples for those categories, prompt-based models
demonstrate superior performance. This under-
scores the importance of using thoughtfully crafted
prompts to direct the model towards generating ac-
curate responses or accomplishing specific tasks,
especially in scenarios where data is scarce. The
same principle extends to other entities, where we
notice higher precision and recall values. Tasks
that encompass a diverse set of inputs and outputs



Stage-1 Stage-2 Stage-3
Train Dev Test Train Dev Test Train Dev Test

# Tokens 243706 29801 23167 384439 68084 78427 531293 92685 92543
# Unique tokens 10813 4091 3710 17777 7405 8936 25464 9592 10134

# Paras 2986 327 267 4744 770 929 6882 1059 1113
Avg para length 81.61 90.81 86.51 81.02 88.07 84.25 77.2 87.45 83.14
Max para length 641 656 542 947 1557 2452 2725 1557 2452

Table 2: Data distribution Statistics

Stage-1 Stage-2 Stage-3
Labels Train Dev Test Train Dev Test Train Dev Test

Act 5631 651 327 8111 1072 976 9664 1368 1186
Address 1230 147 133 4277 750 2197 9921 1544 2874
Court 727 101 109 1123 209 202 1305 217 205

EffectiveDate 468 83 59 786 148 196 1179 188 236
PII_Ref 41 20 11 270 40 57 445 96 72
Parties 2764 344 262 3747 895 711 5627 1145 833

Percentage 446 42 20 518 89 81 550 94 84
Price 23 1 2 96 19 13 96 22 14

Principal - - - 150 21 24 244 31 47
Ratio 26 4 4 92 16 13 151 21 13

Regulation 1085 144 104 1212 153 143 1484 181 188
RenewalTerm 120 20 8 120 20 8 120 20 8

Rent - - - - - - 32 4 6
Role 1534 135 114 1534 135 114 1756 148 126

Salary 288 33 15 288 33 15 317 35 17
Shares 61 7 7 104 19 13 108 22 16

TerminationDate 233 34 25 250 40 28 302 48 34
Title 1054 92 95 1439 256 183 2293 338 240

O 227962 27836 21804 360225 63879 73294 495693 87075 86334

Table 3: Label-wise data distribution statistics

are more effectively managed using prompts.

4.5 Analysis

The primary focus of our research was placed on
evaluating the generalization capabilities of prompt
based models in extracting information from un-
seen and new contract categories. To achieve this,
we incorporated paragraphs from recent contracts
sourced from SEC EDGAR as part of unseen data,
expanding the diversity of contract types beyond
the model’s training data.

Remarkably, despite not being explicitly trained
on Severance and Transition agreements, the
instruction-based T5-small model demonstrated an
impressive ability to accurately identify the correct
contract titles in these unseen categories. The same
can be observed from the output sample presented

in Appendix C Figure 8. This indicates promising
generalization skills, which are crucial for real-
world applications where encountering diverse and
evolving contract types is common. Moreover, we
observed situations where the training and test sam-
ples for certain entities, such as share price and
rental amount, were relatively limited. Despite this
constraint, the model exhibited strong predictive
capabilities, achieving commendable accuracy in
extracting these specific entities as shown in Ap-
pendix C Figure 7 & 9.
By inducing data in stages and analyzing the infer-
ences on models trained on data from these stages,
we conclude that the overall efficiency can be en-
hanced by increasing a small set of annotated sam-
ples as observed in Appendix B Figure 4, 5 & 6.
This represents a positive advancement, particu-



Token Classification (LegalBERT) RoBERTa-Large + LoRa T5-small Instruction Model + LoRa
Entity Name precision recall f1-score precision recall f1-score precision recall f1-score

Act 0.50 0.64 0.56 0.32 0.18 0.23 0.83 1.00 0.91
Address 0.35 0.33 0.34 0.19 0.17 0.18 1.00 0.67 0.80
Court 0.64 0.70 0.67 0.42 0.44 0.43 1.00 1.00 1.00

EffectiveDate 0.71 0.72 0.72 0.62 0.53 0.57 0.94 0.94 0.94
PII_Ref 1.00 1.00 1.00 0.08 0.06 0.07 1.00 1.00 1.00
Parties 0.43 0.64 0.52 0.24 0.18 0.21 1.00 0.74 0.85

Percentage 0.81 0.73 0.77 0.72 0.81 0.76 0.78 1.00 0.88
Price 0.93 1.00 0.96 0.90 0.45 0.60 1.00 0.80 0.89

Principal 0.41 0.44 0.43 0.12 0.12 0.12 0.80 0.67 0.73
Ratio 0.50 0.62 0.56 0.30 0.50 0.37 0.25 0.67 0.36

Regulation 0.60 0.88 0.71 0.21 0.22 0.22 0.66 0.75 0.70
RenewalTerm 0.50 0.50 0.50 0.29 0.29 0.29 0.75 0.43 0.54

Rent - - - - - - 0.50 1.00 0.67
Role 0.66 0.76 0.70 0.8 0.88 0.83 0.33 1.00 0.50

Salary 0.52 0.88 0.65 0.24 0.23 0.24 0.67 0.67 0.67
Shares - - - 0.39 0.63 0.48 1.00 1.00 1.00

TerminationDate 0.71 0.92 0.80 0.44 0.58 0.50 1.00 0.67 0.80
Title 0.68 0.79 0.73 0.37 0.22 0.28 1.00 0.84 0.91

Table 4: Model Comparisions on Overall Test Dataset (Stage-3 Dataset).

larly given the challenge of acquiring large quanti-
ties of annotated data for all contract titles, which
can be arduous and resource-intensive. Our find-
ings highlight the robustness of instruction-based
models, emphasizing their potential to adapt and
perform well in scenarios with sparse data and
novel contract categories. This versatility augments
the applicability of such models in real-world set-
tings, where access to exhaustive training data can
be challenging. Higher recall is another desir-
able feature, and we observed that the instruction-
based T5-small model trained on the entire dataset
achieved a higher recall value compared to other
baseline models.

5 Conclusion and Future work

Our contributions delved into the landscape of
named entity taggers such as Spacy, legal entity tag-
gers like LexNLP, and few-shot instruction models
like ChatGPT for extracting entities from contracts.
While these models offered valuable capabilities,
we identified certain limitations that we aimed to
address in our work.

A significant drawback we observed in most
existing models was the absence of fine-grained
classification. For instance, currency terms were
often tagged as mere amounts, without further dis-
tinguishing whether they represented salary, rent,
principal amount, or credit amount. Similarly, the
classification for dates lacked specificity, leaving
out information on whether they referred to effec-
tive dates, start dates, or termination dates. More-

over, the zero-shot and few-shot learning of GPT
models proved insufficient for accurate predictions
in many cases, emphasizing the need for further
fine-tuning on task-specific data.

To tackle these limitations, our paper focused
on providing fine-grained classification for general
entities such as amounts and dates, although we
acknowledge that our approach might not cover all
possible scenarios exhaustively. Additionally, we
undertook the task of fine-tuning instruction-based
models and made the resulting dataset and models
publicly available.

Looking ahead, we recognize the potential bene-
fits of applying fine-grained classification to other
entities, such as percentages, and intend to explore
this avenue in our future work. Furthermore, we
aspire to widen the scope of contract categories
addressed in our research to ensure a more com-
prehensive and practical solution. Our paper con-
tributes to the advancement of entity extraction
from contracts by addressing crucial limitations
and providing fine-grained classification. We hope
our efforts will inspire further research and im-
provements in this domain.

Limitations

Despite efforts to collect a broad range of contracts
from various sources, our dataset may not fully
represent the entire spectrum of contract types and
variations. As a result, certain contract entities
might be underrepresented or not covered at all,
leading to potential biases in the extraction results.



Another important limitation is the unavailability
of computational resources, preventing us from
evaluating the fine-tuning capabilities of decoder-
only models, such as GPT variants and Llama 2-
Chat. Due to restricted access to high-performance
computing facilities, we adopt a checkpoint-based
training approach instead of training on the entire
dataset at once. As a consequence, there might be a
slight reduction in the performance of our models.

Ethics Statement

In this paper, we utilized a dataset comprising Euro-
pean contracts sourced from SEC EDGAR, which
is a publicly available repository. The annotation
process for this dataset was carried out by student
annotators, who do not possess expertise in the le-
gal field. However, to ensure the accuracy and qual-
ity of annotations, the evaluation was conducted by
professionals with substantial experience in dealing
with contracts on a frequent basis.

Ethical considerations were paramount through-
out this research endeavor. All data used in this
study were sourced from publicly available and
legally accessible repositories, and appropriate at-
tribution and compliance with copyright regula-
tions were maintained. Moreover, the student an-
notators were provided with clear guidelines to
ensure that the annotation process was conducted
with precision and fairness.
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ContractTitle

Definition: The name of the document. Clue or helping words ["Agreement", "Note", "Contract"]

Text: ’htm EX 10.2 2046 NOTE Exhibit EXHIBIT 10.2PROMISSORY NOTE$450,000,000 NEW YORK’
Ans: PROMISSORY NOTE

Text: ’This Loan Agreement (the Agreement) is made this 28th day of September, 2017 by and between BRANCH
BANKING AND TRUST COMPANY, a North Carolina banking corporation (Bank), and:’
Ans: Loan Agreement

ContractParties

Definition: The two or more parties who signed the contract. Clue or helping words ["parties", "agreement between"]

Text: ’Arch U.S. MI Holdings Inc., a Delaware corporation (the “Company”), hereby promises to pay the principal amount
of four hundred fifty million U.S. dollars ($450,000,000) to Arch Capital Finance LLC, a limited liability company.’
Ans: Arch U.S. MI Holdings Inc., Arch Capital Finance LLC, a limited liability company

EffectiveDate

Definition: On what date is the contract effective? Clue or Helping words ["Effective Date", "entered into"]

Text: ‘TO EXECUTIVE EMPLOYMENT AGREEMENT is entered into as of August 8, 2016, to be effective as of July 1, 2016,
by and between Aqua Metals, Inc., a Delaware corporation (“Company”), and Thomas Murphy (“Executive”).’
Ans: July 1, 2016

TerminationDate

Definition: On what date will the contract’s initial term expire or the maturity Date? Clue or Helping words ["terminates on" , "termination
date", "maturity date", "valid till", "closing date"]

Text: ’at the Holder’s office located at 360 Hamilton Avenue, Suite 600, White Plains, New York 10601 or at such other address
as the Holder shall direct, on December 1, 2046 (the “Maturity Date”) and to pay interest as described below’
Ans: December 1, 2046

RenewalDate

Definition: What is the renewal term after the initial term expires? This includes automatic extensions and unilateral extensions with prior
notice. Clue or Helping words ["will be renewed", "revived"]

Text: ’This Agreement shall begin upon the date of its execution by MA and acceptance in writing by Company and shall remain in
effect until the end of the current calendar year and shall be automatically renewed for successive one (1) year periods unless
otherwise terminated.’
Ans: successive one (1) year periods

SalaryCompensation

Definition: Salary mentioned for the employee in Employee Agreements. Clue or Helping words ["salary", "annual salary", "compensation", "pay"]

Text: ‘The Employee will be paid an annual salary of Three Hundred Eighty Thousand Dollars ($380,000). ‘
Ans: $380,000

GoverningLaw

Definition: Which state/country’s law governs the interpretation of the contract? Clue or Helping words ["Governing Law", "fall under", "jurisdiction"]

Text: ‘2.7.Applicable Law. This Guaranty shall be construed in accordance with and governed by the laws of the State of New York,
without regard to conflict of laws principles.’
Ans: State of New York

Employment Role

Definition: The role for which an employee is employed. Clue or Helping words ["employed", "appointed as"]

Text: ’Employee serves as its Executive Vice President
Chief Commercial Banking Officer responsible for managing and coordinating
the Bank’s commercial banking activities.’
Ans: Executive Vice President
Chief Commercial Banking Officer

NumberOfShares

Definition: The number of shares allocated. Clue or Helping words ["shares", "allocated", "purchased"]

Text: The Trust desires to sell and the Corporation desires to purchase 1,500,000 shares of common stock, $1.00 par value per share,
of the Corporation (the “Stock”).’
Ans: 1,500,000 shares

SharePrice

Definition: Price per share.Clue or Helping words ["per value", "per unit", "per share"]

Text: ’The Trust desires to sell and the Corporation desires to purchase 1,500,000 shares of common stock, $1.00 par value per share,
of the Corporation (the “Stock”).’
Ans: $1.00

Act

Definition: An Act is a type of legislation that has been passed by a legislative body, such as a parliament or Congress. Clue or Helping words ["act"]

Text: ’The Executive’s covered dependents at the time of termination shall be entitled to all benefits under the Company’s welfare benefit plans
(within the meaning of Section 3(1) of the Employee Retirement Income Security Act of 1974, as amended).’
Ans: Employee Retirement Income Security Act of 1974

PII Reference

Definition: PII stands for Personally Identifiable Information. This may include information such as name, address, date of birth, Social Security number,
and other identifying information.

Text: ’Atlantic Stewardship Bank630 Godwin AvenueMidland Park, NJ 07432-1405’
Ans: 07432-1405

Regulation

Definition: A regulation is a rule or order that has been issued by an administrative agency or other government body, usually to implement or interpret a law.

Text: ’The Claims released include any alleged violation by the Company of: Title VII of the Civil Rights Act of 1964, as amended, 42 U.S.C. § 2000e et seq. ’
Ans: 42 U.S.C. § 2000e

Text: ’The Employment Retirement Income Security Act of 1974, as amended, 29 U.S.C. § 1001 et seq. ’
Ans: 29 U.S.C. § 1001

Principal Amount

Definition: The initial sum of money borrowed or invested, excluding interest and other charges.
Clue or Helping words ["principal amount", "initial sum", "borrowed amount", "invested amount"]

Text: ’The principal amount of the loan is $10,000.’
Ans: $10,000

Revolving Credit

Definition: A type of credit facility that allows a borrower to repeatedly access a specified credit limit as long as the terms of the agreement are met, and
the outstanding balance is repaid in full or partially. Clue or Helping words ["revolving credit", "credit facility", "credit limit", "borrowing", "repeated access"]

Text: ’The borrower has access to a revolving credit line with a limit of $5,000’
Ans: $5,000

Rental Amount

Definition: The specified payment to be made by a tenant to a landlord in exchange for the use and occupancy of a property or asset.
Clue or Helping words ["rental amount", "payment", "tenant", "landlord", "monthly rent"]

Text: ’The monthly rental amount for the apartment is $1,500’
Ans: $1,500

Table 5: Named Entities with definition and examples



Figure 4: Generalization-Capability over data stages.

Figure 5: Improvement in classification efficiency

Figure 6: Efficient classification for underrepresented entities

Figure 7: Efficient recognition of underrepresented entity Rental Amount



Figure 8: Efficient recognition of underrepresented entity Principal Amount

Figure 9: Entity Recognition of unseen contract titles


