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Abstract

This survey delves into the current state of
natural language processing (NLP) for four
Ethiopian languages: Amharic, Afaan Oromo,
Tigrinya, and Wolaytta. Through this paper,
we identify key challenges and opportunities
for NLP research in Ethiopia. Furthermore, we
provide a centralized repository on GitHub that
contains publicly available resources for vari-
ous NLP tasks in these languages. This repos-
itory can be updated periodically with contri-
butions from other researchers. Our objective
is to identify research gaps and disseminate
the information to NLP researchers interested
in Ethiopian languages and encourage future
research in this domain.

1 Introduction

Due to the rise of its applications in many fields,
Natural Language Processing (NLP), a sub-field
of Artificial Intelligence (AI), is receiving a lot
of attention in terms of research and development
(Kalyanathaya et al., 2019). NLP tasks such as
Machine Translation (MT), Sentiment or Opinion
Analysis, Parts of Speech (POS) Tagging, Question
Classification (QC) and Answering (QA), Chunk-
ing, Named Entity Recognition (NER), Emotion
Detection, and Semantic Role Labeling is currently
highly researched areas in different high-resource
languages.

Because of the advancement of deep learning
and transformer approaches, modern NLP systems
rely largely on the availability of vast volumes of
annotated and unannotated data to function well.
The majority of the languages in the world do not
have access to such enormous information tools,
despite the fact that a few high-resource languages
have received more attention. Ethiopia is a country
with more than 85 spoken languages, but only a
few are presented in NLP progress. Figure 1 shows
a search result for articles found in the ACL an-
thology for high and low-resource languages. As

Figure 1: ACL paper search results for high and low-
resource languages.

we can see from Figure 1, the search result for
low-resource languages shows a very insignificant
number of research works, while high-resource lan-
guages like English dominate in the ACL anthology
paper repository. This might be a reflection of the
unavailability of resources in the digital world, like
in other high-resource languages, which affected
the NLP progress in low-resource languages in gen-
eral and Ethiopian languages in particular.

In this paper, we overview research works done
in the area of selected NLP tasks for four Ethiopian
languages. We cover mainly the following 4 lan-
guages, namely Amharic (Amh), Afaan Oromo
(Orm), Tigrinya (Tir), and Wolaytta (Wal). We also
reviewed works on a small set of local languages in-
cluding Awigna (Awn) and Kistane(Gru), specially
for the machine translation tasks. The contributions
of this paper are as follows: (1) Reporting the cur-
rent state-of-the-art NLP research for Ethiopian lan-
guages. (2) Discussing NLP progress in Ethiopian
languages and the main challenges and opportu-
nities for Ethiopian NLP research. (3) Collecting
and presenting publicly available resources for dif-
ferent NLP tasks in Ethiopian languages in one
GitHub repository that can be extended periodi-
cally in collaboration with other researchers. The
collected publicly available datasets and models for
Ethiopian languages are in our GitHub repository1.

1Link to the survey GitHub repository
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2 Language Details

This paper assesses the progress of NLP research
for four Ethiopian languages: Amharic, Afaan
Oromo, Tigrinya, and Wolaytta. As Ethiopia is a
multilingual, multicultural, and multi-ethnic coun-
try, those selected languages have more speakers
and native speakers in the country. Additionally, we
have searched papers in the major eight Ethiopian
languages and taken the top four based on fre-
quency from the ACL anthology. This section gives
some descriptions of those four targeted languages.

Amharic: is an Ethio-Semitic and Afro-Asiatic
language. It is the official working language of the
Federal Democratic Republic of Ethiopia (FDRE).
It has about 57 million speakers, which makes it
the second most spoken Semitic language in the
world, where 32 million of them are native speakers
(Eberhard et al., 2022). Other known names for this
language are Amarigna and Amarinya.

Afaan Oromo: is a Cushitic language family.
The language name may be written in different
alternatives: (Afan, Afaan, affan) Oromo, or simply
Oromo. There are over 50 million native Oromo
speakers (Eberhard et al., 2022).

Tigrinya: (alternatively: Tigregna, Tigrinya or
Tigrigna) is a Semitic language family spoken in
the Tigray region of Ethiopia and in Eritrea. The
language uses Ge’ez script with some additional al-
phabets that have been created for the Tigrinya lan-
guage and are closely related to Ge’ez and Amharic.
The language has around 9.9 million native speak-
ers (Eberhard et al., 2022).

Wolaytta: (alternatively: Wolayita, Wolaytegna,
Wolaytigna, Welaitta, and Welayita) is an Omotic
language family spoken in the Wolaytta zone of
Ethiopia. Both Afan Oromo and Wolaytta are writ-
ten in the Latin alphabet.

3 Low-resource Languages

Researchers concerned with NLP have used data
availability (either in the form of labeled, unla-
beled, or auxiliary data) and NLP tools and re-
sources as criteria for defining low-resource lan-
guages (Ranathunga et al., 2021). According to
the work by Gereme et al. (2021), low-resource
languages lack the tools and resources important
for NLP and other techno-linguistic solutions. In
addition, low-resource languages lack new lan-
guage technology designs. Due to all these lim-
itations, it is very difficult to develop new powerful
methods for language applications (Tonja et al.,

2023). For resource-rich languages such as En-
glish, Germany, French, Spanish and etc, the size
of the dataset is not a problem because researchers
have created a large set of corpora and tools for
many NLP tasks. However, many other languages
are deemed to be low-resource languages (Fesseha
et al., 2021a). With this intuition, Ethiopian lan-
guages such as Amharic (Gereme et al., 2021),
Afaan Oromo (Abate et al., 2019), Tigrinya (Os-
man and Mikami, 2012), Wolayitta (Tonja et al.,
2023) are "low-resource" languages due to lack of
data resources, linguistic materials, and tools. This
affected the development of different NLP tasks
and tools.

4 Possible Resource Sources and Tools

Data is one of the crucial building blocks for any
NLP application. The availability of data is one of
the criteria to categorize one language as a high or
low-resource language (Ranathunga et al., 2021).
As discussed in Section 3 Ethiopian languages be-
long to low-resource languages due to the unavail-
ability of data. Table 1 shows some possible digital
data sources for different NLP tasks.

Like data, NLP tools are also one of the building
blocks for NLP applications, and the unavailability
of these tools for a certain language also directly
affects the development of NLP applications for
that language. Table 2 shows available NLP tools
for Ethiopian languages. As it can be seen from
Tables 1 and 2, there are still very few sources to
gather digital data and tools, available for Ethiopian
languages.

5 NLP Tasks and Their Progress

In this section, we discuss what work has been
done, what datasets of what sizes were used, what
methods or approaches the authors proposed, and
the availability of their dataset and models for
NLP tasks and their progress in selected Ethiopian
languages. We focused on Machine Translation
(MT), Part-of-speech (POS) tagging, Named Entity
Recognition (NER), Question Classification (QC),
Question Answering (QA), text classification, and
text summarization tasks due to the large number
of works done for the targeted low-resource lan-
guages. The available models, the datasets for the
tasks, and their links are found in Table 7.

5.1 POS Tagging
POS tagging is one of the popular NLP tasks that
refer to categorizing words in a text (corpus) in
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Sources Link

Religion books
Bible https://www.bible.com/
Quran

Multilingual data repositories

Opus https://opus.nlpl.eu
Lanfrica https://lanfrica.com

Masakhane https://github.com/masakhane-io
Hugging face https://huggingface.co/

News medias

Fana https://www.fanabc.com
EBC https://www.ebc.et
BBC https://www.bbc.com
DW https://www.dw.com

Walata https://waltainfo.com/

Social medias
Twitter https://twitter.com/

Facebook https://www.facebook.com/
Reddit https://www.reddit.com/

Text Corpus Amharic Text Corpus Amharic Corpus at Mendeley
Table 1: Possible data sources

Author (s) Tool’s name Tool’s task Language (s) support Resource link

Yimam et al. (2021); Belay et al. (2022b) amseg
Segmenter, tokenizer, transliteration,

romanization and normalization
Amh amseg

Gasser (2011) HornMorpho Morphological analysis Amh, Orm, Tig HornMorpho
Seyoum et al. (2018) lemma Lemmatizer Amh Lemmatizer

Table 2: Available language tools that are developed for low-resource Ethiopian languages.

correspondence with a particular part of speech,
depending on the definition of the word and its
context (Pailai et al., 2013).

Table 3 summarizes the current state of POS
tagging research for selected Ethiopian languages.
The table shows the name(s) of the author(s), the
size of the dataset, the method used, the accuracy
score of the models, and the availability of datasets
and models in public repositories.

For Amharic, seven studies are listed, which
used different approaches such as Conditional Ran-
dom Fields (CRF), Maximum Entropy (MaxEnt),
Support Vector Machines (SVM), CRFSuit, and
Memory-Based Tagger (MBT). The highest accu-
racy score was achieved using the CRFSuit ap-
proach by Gashaw and Shashirekha (2020). For
Afaan Oromo, two studies are listed that used the
Hidden Markov Model (HMM) and Brill’s tag-
ger. The highest accuracy score was achieved us-
ing Bill’s tagger by Ayana (2015). For Tigrinya,
two studies are listed that used CRF and Long
Short-Term Memory (LSTM). The highest accu-
racy score was achieved by the LSTM approach in
Tesfagergish and Kapociute-Dzikiene (2020) and
for Wolayitta, one study is listed, that used HMM
and achieved an accuracy score of 92.96.

From Table 3, we can conclude that POS tagging

is less researched for Ethiopian languages, the ma-
jority of the works were found for Amharic than
for the other languages. From the works discussed
in Table 3 only the work by Yimam et al. (2021)
made their models and datasets available for public
use.

5.2 Named Entity Recognition (NER)
In this section, we present works related to Named
Entity Recognition (NER) for Ethiopian languages.

For Amharic, Mehamed (2019) conducted the
NER experiment on a corpus of 10,405 tokens us-
ing the CRF classifier. Alemu (2013) conducted
the experiments on a manually developed corpus
of 13,538 words with the Stanford tagging scheme.
Tadele (2014) used a hybrid of machine learning
(decision trees and support vector machines) and
rule-based methods. The datasets for these works
are not available. The work done by the Masakhane
NLP group (Adelani et al., 2021) analyzed a 10
African languages dataset and conducted an exten-
sive empirical evaluation of state-of-the-art meth-
ods across both supervised and transfer learning
settings, including Amharic. The data and mod-
els are available on GitHub. Gambäck and Sik-
dar (2017); Yimam et al. (2021); Sikdar and Gam-
bäck (2018) built a deep learning-based NER sys-
tem for Amharic using the available SAY project

128

https://www.bible.com/
https://opus.nlpl.eu 
https://lanfrica.com 
https://github.com/masakhane-io 
https://huggingface.co/ 
https://www.fanabc.com 
https://www.ebc.et
https://www.bbc.com 
https://www.dw.com
https://waltainfo.com/ 
https://twitter.com/
https://www.facebook.com/ 
https://www.reddit.com/ 
https://data.mendeley.com/datasets/dtywyf3sth/1
https://pypi.org/project/amseg/
https://github.com/hltdi/HornMorpho
https://universaldependencies.org/


Languages Author(s) Size Approach Score Dataset Model

Amharic

Adafre (2005) 1000 CRF 74.00 No No
Gambäck et al. (2009) 210,000 MaxEnt 94.52 No No
Tachbelie and Menzel (2009) 210,000 SVM 85.50 No No
Gebre (2010) 206,929 SVM 90.95 No No
HIRPSSA and Lehal (2020) 210,000 CRF 94.08 No No
Yimam et al. (2021) 210,000 CRF 92.27 Yes Yes
Gashaw and Shashirekha (2020) 109,676 CRFSuit 95.10 No No
Tachbelie et al. (2011) 210,000 MBT 93.51 No No

Afaan Oromo
Wegari and Meshesha (2011) 1621 HMM 91.97 No No
Ayana (2015) 17,473 Bill’s tagger 95.60 No No

Tigrinya
Tedla et al. (2016) 72,080 CRF 90.89 Yes No
Tesfagergish and Kapociute-Dzikiene (2020) 72,080 LSTM 91.00 No No

Wolayitta Shirko (2020) 14,358 HMM 92.96 Yes No
Table 3: Summary of related works for selected Ethiopian languages in POS tag tasks, Size shows the number of
tokens used during the experiment, Score shows the outperformed model results evaluated using accuracy score,
Dataset and Model shows the availability of dataset and models in publicly accessible repositories.

NER dataset. Jibril and Tantğ (2022) proposed
a transformer-based NER recognizer for Amharic
using a new annotated 182,691 word dataset. All
available NER datasets for Ethiopian languages are
shown in Table 7.

For Afan Oromo, the work by Legesse (2012)
implemented the first NER system using a hybrid
approach (rule-based and statistical) which con-
tains 23k words. Abdi (2015) deals with NER
in a hybrid (machine learning and rule-based) ap-
proach using the data from the work of Legesse
(2012). Abafogi (2021) adopted boosting NER
by combinations of such approaches as, machine
learning, stored rules, and pattern matching using
44k words out of which around 7.8k were named
entities. Gardie and Solomon (2022) developed
a NER system using 12,479 data instances and
BiLSTM, word embedding, and CNN approaches.
However, none of the datasets in the above Afan
Oromo works are publicly available.

For Tigrinya, the research by Yohannes and Am-
agasa (2022b) proposed a method for NER using
a pre-trained language model, TigRoBERTa. The
dataset contains 69,309 manually annotated words.
Later Yohannes and Amagasa (2022a) employed
Tigrinya NER with an addition of 40,627 words.

The only NER work attempted Wolaytta Lan-
guage was conducted by Biruk (2021) using a ma-
chine learning approach. Figures 2 and 3 show
NER publication types and dataset availability for
targeted Ethiopian languages, respectively. We
can summarize that NER is a little more developed
than the POS tagging for Afan Oromo, Tigriyna,
and Wolaytta languages. However, like POS tag-
ging, only small Amharic NER datasets shown in

Figure 2: NER publication types for Ethiopian lan-
guages: the figure description is the same as in Fig-
ure 4. Wolaytta has no published works in confer-
ences/journals.

Figure 3: NER dataset availability per language: as it
can be seen relatively more NER datasets are available
only for the Amharic language.

Figure 3 are available.

5.3 Machine Translation (MT)

With the increasing popularity of computational
tasks and the Internet’s expanding reach to di-
verse, multilingual communities, the field of MT
is rapidly progressing (Kenny, 2018). While im-
pressive translation results have been achieved for
language pairs with abundant resources, such as
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English-Spanish, English-French, English-Russian,
and English-Portuguese, MT systems struggle in
environments with limited resources, where in-
sufficient training data for certain languages is
the main obstacle. In this section, we discuss
the MT progress for Ethiopian languages in three
categories: (i) English Centeric- works done for
the above target Ethiopian languages with English
pair, (ii) Ethiopian - Ethiopian - works done for
Ethiopian language pairs without involving other
languages, and (iii) Multilingual MT - works done
for Ethiopian languages with other languages in a
multilingual setting.

Table 4 summarizes several studies on MT in
selected Ethiopian languages, focusing on the three
categories. The studies vary in size of the paral-
lel dataset, approach, score, availability of dataset,
and model for public use. For English-centric lan-
guage pairs, five studies used Amh-Eng language
pairs. Biadgligne and Smaïli (2021) used NMT,
and the size of their dataset was 231,898, while
Gezmu et al. (2021) used NMT and had a dataset
size of 145,364. Ashengo et al. (2021) used RN-
NMT, and their dataset size was 8,603. The study
by Biadgligne and Smaïli (2022) used NMT, and
their dataset size was the same as that of Biadg-
ligne and Smaïli (2021). Belay et al. (2022a) used
NMT with a dataset size of 1,140,130. Finally,
four studies used language pairs: Orm-Eng, Tir-
Eng, and Wol-Eng. These studies applied different
approaches such as SMT, NMT, and hybrid, with
dataset sizes ranging from 6,400 to 336,000.

Three studies used Amharic (Amh) and other
local language pairs, with different approaches
and parallel dataset sizes. The study by Mekon-
nen (2019) used Amh-Awn language pairs, with
a parallel dataset size of 5,000 and an SMT ap-
proach, while the study by Woldeyohannis and
Meshesha (2018) worked on Amh-Tir language
pairs with a parallel dataset size of 27,000 and an
SMT approach. Finally, the study by Ashengo et al.
(2021) used Amh-Gur language pairs with a par-
allel dataset size of 9,225 and an NMT approach.
The performance in these studies ranged from 7.73
to 17.26 in BLEU scores. For multilingual MT, we
found two studies by Lakew et al. (2020) and Vegi
et al. (2022) that included Ethiopian languages with
other African languages.

In Table 4, we can see some of the notable find-
ings of the studies, for example, Solomon et al.
(2017) achieved a high BLEU score of 47.00 with
their SMT approach, although their parallel dataset

size was small (6,400). The study by Berihu et al.
(2020) used a hybrid approach and achieved a high
BLEU score of 67.57 with a parallel dataset size
of 32,000. Kidane et al. (2021) used NMT with
a large parallel dataset size (336,000), but their
BLEU score was relatively low (15.52). Tonja et al.
(2021) and Tonja et al. (2023) used NMT for Wal-
Eng language pairs, with parallel dataset sizes of
26,943, but their scores were relatively low (13.8
and 16.1, respectively). Lastly, in multilingual MT
studies, the work by Lakew et al. (2020) made the
datasets and models available for public use. More
analysis of MT studies for the selected languages
are discussed in Appendix A.

5.4 Question Answering and Classification
Even though question classification (QC) and ques-
tion answering (QA) have been largely studied for
various languages, they have barely been studied
for Amharic, Afaan Oromo, Tigrinya, and Wolaytta.
Some of the QC and QA work conducted for these
languages are discussed below.

For Amharic, the work by Habtamu (2021) im-
plemented a Convolutional Neural Network (CNN)
based Amharic QC model using around 8k generic
Amharic questions from different websites and la-
beled into 6 classes, similar to the question classes
proposed by Li and Roth (2006). The work done
by Taffa and Libsie (2019) developed Amharic
non-factoid QA for biography, definition, and de-
scription questions. Yimam and Libsie (2009) de-
veloped an Amharic QA system for factoid ques-
tions. However, the datasets of the aforementioned
works are still not available for further investiga-
tion. Nega et al. (2016) presented machine learn-
ing (SVM) based Amharic QC using a total of
180 questions collected from the Agriculture do-
main. Lastly, the work done by Belay et al. (2022b)
built a QC dataset from a Telegram public channel
called Ask Anything Ethiopia and developed deep
learning-based Amharic question classifiers. Nega
et al. (2016) and Belay et al. (2022b) datasets are
released in a GitHub repository (see Table 7).

For Afaan Oromo, the work by Chaltu (2016)
proposed the Afaan Oromo list, definition, and
description QA system. Daba (2021) improved
the result of Chaltu (2016) work for Afaan Oromo
non-factoid questions. AMARE (2016) conducted
the Tigrinya factoid QA system using 1200 ques-
tions. No QC or QA works have been done previ-
ously for Wolaytta language. Figures 4 and 5 show
QC/QA publication types and dataset availability
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Categories Author(s) Lang. pairs Size Approach Score Dataset Model

English centeric

Biadgligne and Smaïli (2021) Amh-Eng 231,898 NMT 32.44 No No
Gezmu et al. (2021) Amh-Eng 145,364 NMT 32.20 Yes No
Ashengo et al. (2021) Amh-Eng 8,603 RNNMT 21.46 No No
Biadgligne and Smaïli (2022) Amh-Eng 231,898 NMT 37.79 No No
Belay et al. (2022a) Amh-Eng 1,140,130 NMT 37.79 No No
Solomon et al. (2017) Orm-Eng 6,400 SMT 47.00 No No
Meshesha and Solomon (2018) Orm-Eng 6,400 SMT 27.00 No No
Adugna and Eisele (2010) Orm-Eng 21,085 SMT 17.74 No No
Chala et al. (2021) Orm-Eng 40,000 NMT 26.00 No No
Gemechu and Kanagachidambaresan (2021) Orm-Eng 10,000 NMT 41.62 No No
Tedla and Yamamoto (2016) Tir-Eng 31,279 SMT 20.90 No No
Tedla and Yamamoto (2017) Tir-Eng 31,279 SMT 20.00 No No
Berihu et al. (2020) Tir-Eng 32,000 Hybrid 67.57 No No
Azath and Kiros (2020) Tir-Eng 17,338 SMT 23.27 No No
Kidane et al. (2021) Tir-Eng 336,000 NMT 15.52 Yes No
Tonja et al. (2021) Wal-Eng 26,943 NMT 13.80 No No
Tonja et al. (2023) Wal-Eng 26,943 NMT 16.10 No No
Abate et al. (2019) Amh-Eng 40,726 SMT 13.31 Yes No
Abate et al. (2019) Orm-Eng 14,706 SMT 14.68 Yes No
Abate et al. (2019) Tir-Eng 35,378 SMT 17.89 Yes No
Abate et al. (2019) Wal-Eng 30,232 SMT 10.49 Yes No

Local -Local
Mekonnen (2019) Amh-Awn 5,000 SMT 17.26 No No
Woldeyohannis and Meshesha (2018) Amh-Tir 27,000 SMT 9.11 No No
Ashengo et al. (2021) Amh-Gur 9,225 NMT 7.73 No No

Multilingual

Lakew et al. (2020) Amh-Eng 373,358 NMT 20.86 Yes Yes
Lakew et al. (2020) Orm-Eng 14,706 NMT 32.24 Yes Yes
Lakew et al. (2020) Tir-Eng 917,632 NMT 32.21 Yes Yes
Vegi et al. (2022) Amh-Eng 46,000 NMT 24.17 Yes No
Vegi et al. (2022) Orm-Eng 7,000 NMT 12.13 Yes No

Table 4: Summary of related works for selected Ethiopian languages in MT task, Lang. pairs is language pairs
used for translation, Size shows the number of parallel sentences used in each paper, Score shows the outperformed
model results evaluated using BLEU score, Dataset and Model shows the availability of dataset and models in
publicly accessible repositories, respectively.

for Ethiopian languages, respectively.

Figure 4: QC/QA publication type: MSc/Ph.D. is an
unpublished master or Ph.D. thesis uploaded in lo-
cal universities repositories and archives. A Confer-
ence/Journal label is a work that is published in a con-
ference or journal.

From Table 4 and 5, we can conclude that QC
and QA are less researched for Ethiopian lan-
guages, compared to the other NLP tasks. Most
of the conducted works are unpublished MSc or
Ph.D. theses. Relatively, Amharic has received
more attention for QA and QC tasks.

Figure 5: QA dataset availability per language: as it can
be seen some QC datasets are available for Amharic but
not for the other languages.

5.5 Text Classification
5.5.1 Hate Speech
Despite many works conducted on hate speech de-
tection for resource-rich languages, low-resource
languages such as Amharic, Afan Oromo, Tigrinya,
and Wolaytta, are less researched. Table 5 presents
a summary of the related works in hate speech de-
tection for selected Ethiopian languages. The table
includes the name of the language, the author(s) of
the paper, the size of the dataset used, the algorithm
used, the score obtained, and the availability of the
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Languages Author(s) Size Algorithm Score Dataset Model

Amharic

Mossie and Wang (2018) 6,120 Word2Vec 85.34 No No
Mossie and Wang (2019) 14,266 CNN-GRU 97.85 No No
Abebaw et al. (2022) 2,000 MC-CNN 74.50 Yes No
Bawoke (2020) 30,000 BILSTM 90.00 No No
Ayele et al. (2022) 5,267 RoBERTa 50.00 Yes Yes

Afaan Oromo
Ababu and Woldeyohannis (2022) 12,812 BiLSTM 88.00 No No
Defersha and Tune (2021) 13,600 L-SVM 63.00 No No
Kanessa and Tulu (2021) 2,780 SVM+TF-IDF 96.00 No No

Tigrinya Bahre (2022) 7,793 NB+TF-IDF 79.00 No No
Table 5: Summary of related works for selected Ethiopian languages in hate speech tasks, Size shows the number
of sentences used during the experiment, Score shows the outperformed model results evaluated using F1 score,
Dataset and Model shows the availability of dataset and models in publicly accessible repositories, respectively.

dataset and model in publicly accessible reposito-
ries.

For Amharic, five studies were conducted with
different approaches. Mossie and Wang (2018)
used Word2Vec to detect hate speech in a dataset
of 6,120 sentences and achieved an F1 score of
85.34. In another study, Mossie and Wang (2019)
used CNN-GRU in a dataset of 14,266 sentences
and achieved an F1 score of 97.85. Abebaw et al.
(2022) used MC-CNN in a dataset of 2,000 sen-
tences, achieving an F1 score of 74.50. Bawoke
(2020) used BILSTM on a dataset of 30,000 sen-
tences, achieving an F1 score of 90.00. Lastly,
Ayele et al. (2022) used RoBERTa on a dataset of
5,267 sentences, achieving an F1 score of 50.00.

For Afaan Oromo, three studies were con-
ducted, and none of them made their dataset or
model publicly accessible. Ababu and Woldey-
ohannis (2022) used BiLSTM on a dataset of
12,812 sentences, achieving an F1 score of 88.00.
Defersha and Tune (2021) used L-SVM on a
dataset of 13,600 sentences, achieving an F1 score
of 63.00. Kanessa and Tulu (2021) used SVM+TF-
IDF on a dataset of 2,780 sentences, achieving an
F1 score of 96.00. Bahre (2022) used NB+TF-IDF
on a dataset of 7,793 sentences in the Tigrinya
language and achieved an F1 score of 79.00. The
dataset and model used in this study were not pub-
licly accessible. In summary, Table 5 shows that
hate speech detection in Ethiopian languages is one
of the topics of research interest. However, similar
to other tasks there is still a lack of publicly acces-
sible datasets and models, which could hinder the
development and evaluation of future research. It
is worth noting that only two of the nine studies
made their dataset and model publicly accessible.
We can also see from Table 5 that for the Wolayitta
language, there is no literature found for the hate

speech task. Additionally, the F1 scores obtained
vary greatly among the different studies, indicat-
ing that for all tasks the results are not comparable
since the datasets are different.

5.5.2 Sentiment Analysis
Table 6 summarizes recent studies on sentiment
analysis tasks for selected Ethiopian languages, in-
cluding Amharic, Afaan Oromo, and Tigrinya. The
studies utilize various algorithms such as Role2Vec,
Naïve Bayes, LSTM, SVM, hybrid, and XLNet.
For Amharic, Yimam et al. (2020) achieved the
highest F1 score of 58.48% using Role2Vec with
a dataset and a model publicly available, while
Abeje et al. (2022) achieved the highest accu-
racy of 90.10% using LSTM. For Afaan Oromo,
the highest accuracy of 93.00% was achieved by
Oljira (2020) using Naïve Bayes, while Rase (2020)
achieved 87.70% accuracy using LSTM. In con-
trast, Wayessa and Abas (2020) achieved 90.00%
accuracy using SVM. For Tigrinya, Tela (2020)
achieved an F1 score of 81.62% using XLNet with
a 4000 manually labeled dataset. For Wolaita, sim-
ilar to the hate speech task, there is no literature
found for the sentiment analysis task. None of the
datasets and models for Afaan Oromo, Tigrinya,
and most of the works for Amharic are publicly
accessible, hence results are not also comparable.
This suggests that more work needs to be done in
creating publicly accessible datasets and models
for sentiment analysis tasks in Ethiopian languages.
In conclusion, the studies in Table 6 indicate the
potential for sentiment analysis in Ethiopian lan-
guages. The results show that the models’ perfor-
mance varies depending on the algorithm, dataset,
and model availability. Still, there is a need for fur-
ther research to create publicly accessible datasets
and models to improve the models’ performance
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Languages Author(s) Size Algorithm Score Dataset Model

Amharic

Yimam et al. (2020) 9,400 F-Role2Vec 58.48 Yes Yes
Philemon and Mulugeta (2014) 600 Naïve Bayes 51.00 No No
Abeje et al. (2022) 2,000 LSTM 90.10 (accuracy) Yes No
Alemneh et al. (2020) 30,000 hybrid 98.00(accuracy) No No

Afaan Oromo
Oljira (2020) 3000 Naive Bayes 93.00 No No
Rase (2020) 1,452 LSTM 87.70 No No
Wayessa and Abas (2020) 1,810 SVM 90.00 No No
Yadesa et al. (2020) 341 dictionary + contextual valance shifter 86.10 No No

Tigrinya Tela (2020) 4,000 XLNet 81.62 No No

Table 6: Summary of related works for selected Ethiopian languages in sentiment analysis tasks, Size shows the
annotated dataset used during the experiment, Score shows the outperformed model results evaluated using F1 score,
Dataset and Model shows the availability of dataset and models in publicly accessible repositories, respectively.

and make them available for use in different appli-
cations.

5.5.3 News Classification and Text
Summarization

The development of an Amharic news text clas-
sification dataset is described in a publication by
Azime and Mohammed (2021). The dataset con-
sists of 50,000 sentences and is classified into six
categories, including local news, sports, politics,
international news, business, and entertainment.
Fesseha et al. (2021b) created a Tigrigna text classi-
fication dataset with manual annotation, consisting
of 30k news sentences categorized into six classes,
including sport, agriculture, politics, religion, edu-
cation, and health. To enhance their analysis, the
authors investigated the use of various word em-
bedding techniques such as CNN, bag of words,
skip-gram, and fastText. The dataset used for these
experiments was made publicly available, as shown
in Table 7. The work by Megersa (2020) utilized a
dataset collected from the Ethiopian News Agency
to experiment with 8 and 20 classes, but unfortu-
nately, both the model and datasets are not publicly
available.

Hasan et al. (2021) created an abstractive sum-
marization dataset for 44 different languages using
BBC articles collected via crawling. The resulting
dataset comprises 5461 Amharic, 4827 Tigrinya,
and 5,738 Afaan Oromo samples, which can poten-
tially be employed for various Ethiopian language-
related tasks. The authors fine-tuned mt5 models
using this dataset and subsequently reported the
outcomes. All publicly available data and code are
listed in Table 7 for exploration. In general, news
classification and text summarization has not yet
been properly researched for Ethiopian languages.

6 Summary of Challenges, Opportunities
and Future Directions

Challenges: Based on the findings of the above
studies, we identified the following challenges: (i)
A scarcity of publicly available data for Ethiopian
languages. As the data and resources are not mostly
publicly available, researchers are going to "re-
inventing the wheel" by trying to address the prob-
lem. This leaves the low-resource language re-
search usually ‘in limbo‘, as it is not clear if the
problem is addressed or not. This further makes it
difficult to train different NLP tasks for Ethiopian
languages and limits the scope of NLP applications.
Moreover, it is very difficult to reproduce results
since the benchmark datasets are not maintained.
(ii) A lack of resources, tools, and infrastructure
for NLP research in low-resource Ethiopian lan-
guages, can make it difficult to attract funding and
talented researchers to work on the problem. (iii)
Few people are interested in NLP for low-resource
Ethiopian languages. This can make it difficult to
attract resources and support for NLP research in
these languages.

Opportunities: Here are some suggestions
and ideas for the future that will help get more
Ethiopian languages into NLP research: (i) There
needs to be more work done to collect and label
data in Ethiopian languages. This will require col-
laboration between linguists, NLP experts, and na-
tive speakers of the languages. (ii) As the results
of the addressed NLP tasks are not comparable
since the datasets are different, one big issue to
address in the future is the release of benchmark
datasets on which researchers can work on improv-
ing performance and developing new approaches.
This will require sustained funding and collabo-
ration among researchers. (iii) The development
of machine translation systems for low-resource
Ethiopian languages can help bridge the language

133



Author(s) Task Language dataset link
Gezmu et al. (2021) MT Amh-Eng http://dx.doi.org/10.24352/ub.ovgu-2018-144

Belay et al. (2022a) MT Amh-Eng https://github.com/atnafuatx/EthioNMT-datasets

Abate et al. (2019) MT Amh-Eng, Orm-Eng, Tir-Eng, Wal-Eng http://github.com/AAUThematic4LT/

Lakew et al. (2020) MT Amh-Eng, Orm-Eng, Tir-Eng https://github.com/surafelml/Afro-NMT

Vegi et al. (2022) MT Amh-Eng, Orm-Eng https://github.com/pavanpankaj/Web-Crawl-African

Tedla et al. (2016) POS Tir https://eng.jnlp.org/yemane/ntigcorpus

Belay et al. (2022b) QC Amh https://github.com/uhh-lt/amharicmodels

Nega et al. (2016) QC Amh https://github.com/seyyaw/amharicquestionanswering

Adelani et al. (2021) NER Amh https://github.com/masakhane-io/masakhane-ner

Jibril and Tantğ (2022) NER Amh https://github.com/Ebrahimc/

SAY project NER dataset NER Amh https://github.com/geezorg/data

Yimam et al. (2020) SA Amh https://github.com/uhh-lt/ASAB

Ayele et al. (2022) hate Amh https://github.com/uhh-lt/amharicmodels

Minale (2022) hate Amh (dataset only) https://data.mendeley.com/datasets/p74pfhz3yx/

Abebaw et al. (2022) hate Amh https://zenodo.org/record/5036437

Fesseha et al. (2021b) news Tir https://github.com/canawet/

Azime and Mohammed (2021) news Amh https://github.com/IsraelAbebe/

Hasan et al. (2021) text summ. Amh, Orm, Tir https://github.com/csebuetnlp/xl-sum

Table 7: Available datasets for Ethiopian languages.

gap and enable communication across different
languages. (iv) Transfer learning techniques can
be used to leverage pre-trained models in high-
resource languages to improve the performance of
models in low-resource languages. (v) The involve-
ment of local communities and stakeholders is criti-
cal for the success of NLP research in low-resource
Ethiopian languages. People in the community can
give researchers and developers important informa-
tion about the language and culture.
Impact of this work and future directions: The
results of this survey could be used to support
future research initiatives in the field of NLP in
Ethiopian Languages. Researchers can use the find-
ings of the survey to identify areas that require fur-
ther investigation and to develop research proposals
that address the challenges and opportunities identi-
fied in the survey. This work also helps to conduct
more surveys and develop a low-resource language
demarcation. The demarcation helps to identify
languages that need more NLP research attention.
Adding more Ethiopian languages to NLP research
will require researchers, linguists, and native speak-
ers of the languages to work together, hence, at
some point, these languages will be not considered
low-resource languages anymore. Moreover, we
point out with caution that not all the gaps and chal-
lenging problems can be instantly and readily fixed
by researchers and research teams alone. Some of
these problems call for sustained community coop-
eration as well as significant research funding from
academic funding organizations. The difficulties
we discussed in this paper are based on what we
have learned from published research work and a
quick scan of available corpora. Further studies
with more comprehensive analysis, such as ques-

tionnaires directed to resource authors and users, or
a more systematic inspection of the available data,
can provide a deeper understanding of the causes
of these problems and suggest effective solutions.

7 Conclusion

In this work, we investigated the most common
NLP tasks and research works carried out in four
Ethiopian languages. We explored the main NLP
research directions, progress, challenges, and op-
portunities for Ethiopian languages. Our find-
ings revealed that a significant amount of research
has been centered on English or Amharic-centric
machine translation tasks. Despite there being a
plethora of written languages in Ethiopia, only a
few of them have been explored in common re-
search studies. Additionally, we observed a low
prevalence of valuable resource publications in in-
ternational conference venues. The majority of
works are master’s theses. The publicly available
datasets, models, and tools are released in a central-
ized GitHub repository2. In the future, we plan to
conduct a survey on more African languages and
try to come up with an NLP resource demarcation
line that could help funders to prioritize research
topics and languages.
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A MT Summary

Figure 6 shows the MT progress per year. As it can
be seen from the figure in recent years MT research
for Ethiopian languages getting attention.
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Figure 6: MT progress per year

Figure 7 shows the dataset availability per publi-
cation year. It can be noted from the table that in
recent works there are attempts to make datasets
available for Ethiopian languages but this still
needs more effort.

Figure 7: (MT=>English centeric) Dataset availability
per publication year

Figure 8 shows the publications and methodolo-
gies used. It can be seen from the figure that before
2021 the dominant methodology used by different
researchers was SMT, but in recent years different
researchers have applied a neural network-based
approach even if its performance depends on the
availability of parallel datasets.

Figure 8: (MT=>English centeric) Methodology per
publication year

139


