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Abstract
This study investigates the use of Natural Lan-
guage Processing (NLP) methods to analyze
politics, conflicts and violence in the Mid-
dle East using domain-specific pre-trained lan-
guage models. We introduce Arabic text and
present ConfliBERT-Arabic, a pre-trained lan-
guage models that can efficiently analyze po-
litical, conflict and violence-related texts. Our
technique hones a pre-trained model using a
corpus of Arabic texts about regional politics
and conflicts. Performance of our models is
compared to baseline BERT models. Our find-
ings show that the performance of NLP models
for Middle Eastern politics and conflict analy-
sis are enhanced by the use of domain-specific
pre-trained local language models. This study
offers political and conflict analysts, including
policymakers, scholars, and practitioners new
approaches and tools for deciphering the intri-
cate dynamics of local politics and conflicts
directly in Arabic.

1 Introduction

In the Middle East, political upheaval and carnage
have long been issues (Blankenship, 2020). Deep
divisions, geopolitical rivalries, and foreign med-
dling have historically riven the area, from the
Israeli-Palestinian conflict to the ongoing civil war
in Syria. Even if the root causes of these conflicts
are complex and multidimensional, the role that
language and communication play in shaping the
narratives that underlay them cannot be ignored.
Language is commonly used as a strategy to rally
support, defend violence, and discredit opposing
viewpoints. Therefore, it is essential to develop
effective methods for understanding and analyzing
the role that language and texts plays in Middle
Eastern politics and conflicts via news reports and
other sources. Natural Language Processing (NLP)
approaches can evaluate large amounts of text and
have shown great promise in identifying patterns

and insights that would otherwise be difficult to
spot. Recent, pre-trained language models (PLM),
like BERT (Devlin et al., 2018), have improved in
efficiency for a range of NLP tasks, including sen-
timent analysis, text categorization, and language
synthesis. PLMs have received a lot of attention in
the literature, but most of it has focused on English
or other widely spoken languages; very few studies
have examined how well they apply to Arabic. The
Arabic language has a rich and complicated mor-
phology, which has increased the requirement for
highly advanced NLP tools that can meet the lan-
guage’s expanding needs across a variety of fields
and applications (Ameur et al., 2020).

This research fills this vacuum in the literature
by investigating the application of Arabic-specific
PLMs for politics, conflicts and violence in the
Middle East. We reference a variety of pertinent
academic works, such as investigations into the na-
ture of political violence (Asal et al., 2020), the
function of language in conflicts (Webber et al.,
2020), and the creation and use of PLMs (Jawahar
et al., 2019; Devlin et al., 2018) such as ConfliB-
ERT (Hu et al., 2022).

The performance of two PLMs, BERT and
ConfliBERT-Arabic, focuses on the analysis of Ara-
bic text about politics, conflict, and violence in the
Middle East. BERT is a more general-purpose
PLM that has been used to tackle a variety of
NLP problems, whereas ConfliBERT-Arabic is a
domain-specific PLM optimized on a corpus gath-
ering texts relevant to regional politics, conflicts
and violence. We contrast their effectiveness with
a different PLM, AraBERT (Antoun et al., 2020).

This work has implications for multiple users
such as policymakers, researchers, and conflict ana-
lysts. By providing cutting-edge tools and methods
for investigating politics and conflicts in the Mid-
dle East, our study develops data for more effective
conflict prevention and resolution programs. By
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examining the role that language and communica-
tion play in affecting the politics and conflicts in
the region, we can provide a more nuanced under-
standing and prediction of the underlying causes of
these conflicts and cooperation in the Middle East.

Our experiments show that domain-specific pre-
training significantly improves model performance,
particularly for identifying information about po-
litical conflict. We examine in detail each model’s
applications and their benefits and drawbacks.

2 Challenges

2.1 The Arabic Language

The Arabic language possesses distinctive charac-
teristics that set it apart from English. A single Ara-
bic character can take up to three different forms,
each corresponding to a specific position within a
word (beginning, middle or end). Moreover, Ara-
bic lacks capital letters, which poses a considerable
challenge for NER tasks, where capitalization plays
a crucial role in other languages (Alkhatib et al.,
2020). Arabic also has long and short vowels, but
short vowels are no longer used in newspapers,
leading to high ambiguity in texts as disambigua-
tion using these vowels is impossible. In word dis-
ambiguation in Arabic, the diverse pronunciations
of a word can give rise to various meanings. These
small signs added to letters help readers differenti-
ate between similar words. Nonetheless, omitting
diacritics from some words can result in numerous
lexical ambiguities (Laatar et al., 2018). Lastly,
Arabic is highly inflectional, with a very complex
morphology. The general form of an Arabic word
comprises Prefix(es) + Stem + Suffix(es), with the
number of prefixes and suffixes ranging from 0 or
more. Affixes are added to the stem to obtain the
required expression. For example, the Arabic word
”manzil” means ”house,” while ”almanzil” means
”the house,” illustrating how an Arabic word can
be translated into two words. Another example,
”sayaktoubounaha,” which means ”and they will
write it,” when written in the general form intro-
duced above, becomes sa+ya+“ktoub”+ouna+ha.
From an NER perspective, this peculiarity of Ara-
bic poses a significant obstacle as it results in data
sparseness (Benajiba et al., 2007).

2.2 Corpora Building

When scraping Arabic sites, text encodings must be
in UTF-8 for the text to be processed by NLP. This
also accounts for the Arabic text direction, from

right to left, and proper encoding ensures that this
feature is recognized (Meskaldji et al., 2018). Sev-
eral technical issues are that, 1) Arabic sites store
limited data due to high database costs; 2) Security
features on many Arabic sites can hinder scraping
efforts. Thus trial, and error runs are necessary to
determine the optimal number of parallel threads
and sleep time between consecutive scrapes of the
relevant sites. Since some Arabic websites present
static news stories on individual pages while others
generate dynamic stories, scripts had to be written
from scratch, tailored to the structures of individual
news websites. Finally, it was essential to ensure
that the sites being scraped are written in modern
standard Arabic (MSA).

3 Related Work

Recent developments in pre-trained language mod-
els have significantly advanced the field of Natural
Language Processing. Here, we review three of
the most prominent models: BERT, Multilingual
BERT, AraBERT, and ConfliBERT.

3.1 BERT

Bidirectional Encoder Representations from Trans-
formers (BERT) is a Google developed PLM (De-
vlin et al., 2018). BERT is trained on a massive cor-
pus of text using an unsupervised learning method
that involves predicting missing words in a sen-
tence. BERT has demonstrated superior perfor-
mance on various Natural language Processing
tasks, including sentiment analysis, question an-
swering, and language translation. To fine-tune
BERT for specific tasks, a task-specific layer is
added on top of the pre-trained model, and the
whole architecture is trained on a labeled dataset.
This approach has shown to achieve state-of-the-
art results in several Natural Language Processing
tasks. However, one of the limitations of BERT is
its focus on the English language.

3.2 Multilingual BERT

Multilingual BERT is an improved version of
BERT that addresses the language dominance of
the original model (Pires et al., 2019). Multilingual
BERT outperforms the original BERT in several
languages. For tokenization, Multilingual BERT
uses a 110k shared WordPiece vocabulary file that
spans 102 languages. Similar to the English BERT,
lower casing+accent removal, punctuation splitting,
and whitespace tokenization were applied. How-
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ever, the Arabic language’s complex concatena-
tive (Al-Sallab et al., 2017) system poses a chal-
lenge for BERT-compatible tokenization, as words
can have different forms but the same meaning.
Therefore, when using BERT-compatible tokeniza-
tion, tokens appear twice, once with the Arabic
definite article ”È@” (equivalent to ”the” in English)
and once without it, leading to unnecessary redun-
dancy (Antoun et al., 2020).

3.3 AraBERT

AraBERT is a PLM specifically designed for Ara-
bic language understanding (Antoun et al., 2020).
AraBERT is trained on a large Arabic corpus using
the same methodology as BERT, but uses different
tokenization. The authors segment words using
Farasa (Abdelali et al., 2016) into stems, prefixes,
and suffixes, and then train a SentencePiece, an
unsupervised text tokenizer and detokenizer, in un-
igram mode on the segmented pre-training dataset
to produce a subword vocabulary of approximately
60k tokens. One of the limitations of AraBERT
is that the training corpus is not domain-specific,
compiled from Arabic Wikipedia and other public
datasets.

3.4 ConfliBERT

ConfliBERT is an English PLM designed for con-
flict and political violence (Hu et al., 2022). Con-
fliBERT is trained on a large domain-specific cor-
pus using a multi-task learning method to perform
several related tasks simultaneously. ConfliBERT
has demonstrated superior performance on several
political violence detection tasks with external val-
idation (Häffner et al., 2023). ConfliBERT is fine-
tuned with a task-specific layer added on top of the
PLM, and the entire architecture is trained on a la-
beled dataset for the downstream task. ConfliBERT
has been expanded to Spanish with the introduction
of ConfliBERT-Spanish (Yang et al., 2023)

Overall, each model has its strengths and limi-
tations. While BERT and its variants have proven
to be effective in several NLP tasks, they have a
limited focus on the Arabic language. In contrast,
AraBERT is specifically designed for Arabic lan-
guage understanding, but its training corpus is not
domain-specific. Our work aims to build upon
the strengths of previous language models to cre-
ate a specialized model that is tailored to the Ara-
bic language and the domain of political violence.
By combining the features and methodologies of

BERT, AraBERT, and ConfliBERT, we aim to de-
velop a model capable of accurately detecting and
analyzing instances of political conflicts and vio-
lence in Arabic texts.

4 Approach

To develop ConfliBERT-Arabic, we implemented
a series of steps, namely corpora collection, pre-
training strategies, and evaluation tasks. The first
step involves the creation of a domain-specific
corpus for pre-training. Publicly available Ara-
bic datasets focusing on politics and conflict do-
mains are limited, and thus we conducted our own
data collecting to extract political text from Arabic
sources, thus enabling us to achieve better results
on political tasks. After building the corpus, we de-
veloped our domain-specific model based on BERT,
a powerful language model that has been success-
fully validated in multiple domains in both English
and Arabic languages (Lee et al., 2019; Beltagy
et al., 2019; Chalkidis et al., 2020; Gu et al., 2021;
AL-Qurishi et al., 2022; Bayrak and Issifu, 2022;
Boudjellal et al., 2021). Our Masked-Language
Modeling (MLM)-based BERT model shows im-
proved performance compared to other transformer
models that use different self-supervision tasks.
The final step involves evaluating the performance
of ConfliBERT-Arabic on downstream tasks related
to political and conflict analysis to measure its ef-
fectiveness in real-world applications.

4.1 Corpora Building

During our data collection process, we scraped a
total of 84 sources from various Arabic language
speaking countries. A total of 19 countries were
covered in the corpus building. These sources con-
sisted of newspaper sites, mainstream media, and
government sources such as national news agencies.
The list of sources were curated and scraped by na-
tive Arabic speakers to ensure all sources were in
Modern Standard Arabic (MSA). Our focus during
scraping was on news from the Political, Interna-
tional, and Local sections of the sources, as we
determined that these categories provided a greater
proportion of political, conflict and violence-based
articles. To ensure the highest quality of data, we ig-
nored sections focusing on Culture, Entertainment,
Economy, Business, and Sports. In total, we were
able to extract 11.5GB of data from these sources.
To construct the corpora, we followed these steps:
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1. For several Arab countries, we curated a list
of official national news agencies. We also
included national news agencies of countries
with Arabic as a second language such as Mau-
ritania, Kyrgyzstan and Tajikistan.

2. We curated a list of newspapers that are widely
circulated and considered reliable sources for
news. We focused on highly political coun-
tries in the region which are Palestine, Saudi
Arabia, Lebanon, Syria, and Iraq.

3. We curated a list of well known Mainstream
Media Sources in the region such as BBC Ara-
bia and Aljazeera. A few of these resources
were run by non-arab countries, but targeted
the region with arabic sites, such as Russia
Today Arabia by Russia and Adnki by Italy.

4. We created python scripts to extract text from
the list of sources using high performance
computers (HPC) that have 96 cores with 10
GB memory each.

5. For each source, we processed and cleaned
the data. This involved removing duplicate
texts, carriage returns, peripheral punctuation
marks, extra white space, and pop-up adver-
tisements text.

6. We stored the extracted data in a CSV files
using arabic friendly UTF-8 encoding. The
CSV includes metadata such as country name,
outlet name, article title, link, and date.

After scraping the data, we designed a filtering
technique to reduce the possibility of irrelevant
news articles. For example, the international sec-
tion of a newspaper might include a story about an
Olympic Games match between two politically ri-
val countries. While this article may have political
implications for the countries involved, we con-
sider it more relevant to sports than to our domain.
To create our filter, we built a list of relevant and ir-
relevant keyword. The keywords were created after
verbs and actors in the CAMEO dictionary (Gerner
et al., 2002) and reviewed by experts in the political
science domain. The number of matches with the
relevant and irrelevant keywords were compared
against each other and the thresholds was tuned
to filter the most relevant political, violence and
conflict-based news. Table 2 shows statistics of the
extracted corpora after filtering.

4.2 Domain-Specific Pretraining

As shown in Figure 1, we employed a contin-
ual method (Cont) to adapt BERT to the political,
conflict, and violence domain. This method in-
volves initializing the BERT’s model vocabulary
and checkpoints, then training the model for ad-
ditional steps on our domain-specific corpus. We
used Multilingual BERT and AraBERT as the base
BERT models for our Cont method. Since Multilin-
gual BERT and AraBERT have already been pre-
trained about one million steps on a generic arabic
domain, the Cont method will require fewer steps
than training from scratch. The Cont method has
shown comparable results to training from scratch.
According to (Lee et al., 2019), continuous pre-
training of BERT on a biomedical dataset for 470K
steps results in performance comparable to pre-
training for one million steps.

When it comes to casing, although there is no
distinction between upper and lowercase letters
in Arabic, previous works for English (Beltagy
et al., 2019; Gu et al., 2021; Devlin et al., 2018)
have shown, in specific domains, uncased models
perform slightly better than cased models espe-
cially when it comes to NER tasks. Therefore, we
decided to evaluate both cased and uncased ver-
sions of Multilingual BERT for Arabic to highlight
any differences and to be comprehensive in our
research.

4.3 Evaluation Tasks

The development of pre-trained language models
has been accelerated by the introduction of com-
prehensive benchmarks in the general NLP domain
(Wang et al., 2018, 2019; Rajpurkar et al., 2018;
Lai et al., 2017), as well as in biomedical appli-
cations (Peng et al., 2019; Gu et al., 2021). To
comprehensively evaluate ConfliBERT-Arabic, we
collected a diverse set of datasets for Named Entity
Recognition (NER) and Binary Classification (BC).
However, we faced a challenge as we could not
find any comprehensive benchmarks for evaluating
Arabic language models specifically in the political,
conflict and violence domain.

The focus of Arabic NLP in recent research has
mainly been on social media and dialect detection.
Luckily, we did find some news-based datasets, but
they covered a wide range of news topics which
included politics. Therefore, we had to filter these
news based datasets to isolate the political, con-
flict and violence related sections. As for datasets
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Figure 1: Workflow of our ConfliBERT-Arabic framework.

Country Source Size (MB) Country Source Size (MB)

Palestine

Alquds Alarabi Newspaper 1169

Syria

Syrian Arab News Agency 208
Alsbah Newspaper 2.8 Al-Ba’ath 243
Sonara Newspaper 4 Enab Baladi 174

Donia Alwatan Newspaper 1220 Aks alser 209
Alresalah Newspaper 310 Aljaml 543

Mashreq News 241 Orient News 199
Al-Meezan Newspaper 1.35 Al-Wehda 5.31

Felesteen News 164 Syrian Network for Human Rights 5.08

Saudi Arabia

Asharq Al Awsat Newspaper 8.04 Al-Ourba 23.6
Al-Jazirah Newspaper 68 Al-Furat 19.3

Albilad Newspaper 149 Al-Fedaa 24
Majalla Magazine 38.8 Syrian News Station 357

Makkah Newspaper 187 Al-Ghad 859
Al Watan Newspaper 18.2

Iraq

National Iraqi News Agency (NINA) 316
Al arabiya 282 Almustakbal Paper 88.6
Alhadath 114 Al Sabah Newspaper 41.6

Sra7h 188 Al Sabah Al Jadeed 5.36
Rwifd 16.9 Kitabat Newspaper 102

Lebanon

National News Agency 322 Aladala news 7.2
Al Joumhouria Newspaper 445.5 Alaalem newspaper 8.52

Aliwaa News Paper 140 Alsumaria 37.4
Elnashra 32.7 Al basrah Paper 30.9
Albadeel 1 Almuraqeb Aliraqi 69.4
Al-Binaa 475.2 Tareeq Ashaab 4.9
Bintjbeil 185 Alnahda 2.14

Lebanon 24 19.4 Basra Press 24 4.51
Kataeb.org 8.22 Alfurat 209
Janoubia 258 Bader News 1.21
Al-Ahed 156.4 Azzaman 364

Cedar News 188 Alrasheed 79.8
Almayadeen 6.16 Egypt Arabnet5 138

Ch 23 53.3 Sudan Sudan News Agency 0.228
Murr TV (MTV) 2.66 Libya Jamahiriya News Agency 22.7

LBC 0.245 Qatar Aljazeera 69.7
Saida TV 9.48 Morocco Attarik 2.58

Inbaa 57.9
UK

Qudspress 3.86
USA CNN Arabia 17.9 BBC Arabia 12.2

Turkey TR Agency 31.5 Elaph 251
Kyrgyzstan Kyrgyz National News Agency 4.38 Tajikistan National Information Agency of Tajikistan 5.92

Russia Russia Today Arabia 4.46 Mauritania Mauritanian News Agency 6.58
Sputniknews Arabia 109 AMP 5.31

Iran Alalam 27.1 Italy Adnki 46.5

Table 1: List of sources used for corpora
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Parameters Count

Number of Articles 2,995,874
Words (Tokens) 928,729,513
Number of Sentences 24,221,481
Average Number of Words Per Sentence 38.34
Overall Token Frequency 5,924,007

Table 2: Statistics of the extracted political and conflict-
specific dataset

that focused on Wikipedia and social media, al-
though these datasets may not cover the political
domain specifically, we decided to evaluate them
using our model. The reason is many of these
datasets did include political posts from social me-
dia and Wikipedia that reference conflicts and vi-
olence. Moreover, we noticed social media in the
MENA region is highly political and full of con-
flicts and violence, and we were interested in the
results. Below we present the datasets and their
corresponding tasks.

4.3.1 Binary Classification (BC)
Political scientists need Binary Classification to
identify political and conflict-related documents
from large news corpora. We gathered sev-
eral datasets, including SANAD (Einea et al.,
2019), Ultimate Arabic News (Al-Dulaimi, 2022),
AraFacts(Ali et al., 2021), DataSet for Arabic
Classification(mohamed, 2018) and Arabic Di-
alects and Topics (Boujou et al., 2021). SANAD
comes from AlArabiya, Akhbarona, and Alanba
AlKhaleej newspaper websites. We created two BC
tasks here one for AlArabiya and one for Alanba
AlKhaleej. Ultimate Arabic News is a collection
of single-labeled texts from Arabic news websites
and press articles. AraFacts contains claims from
five Arabic fact-checking websites, mostly of po-
litical nature. DataSet for Arabic Classification
consists of 111,728 documents collected from the
Arabic online newspapers Assabah, Hespress and
Akhbarona. Finally, we acquired Arabic Dialects
and Topics, which is a dataset for topic detection
for social media posts in different Arabic dialects.
These datasets cover a wide range of text types,
but we focused on evaluating their performance for
Binary Classification tasks.

4.3.2 Named Entity Recognition (NER)
The NER datasets we selected are annotated in
CoNLL format and contain entities such as loca-
tion, organization, person, group, event, and oth-

ers. The datasets are as follows: KALIMAT (El-
Haj and Koulali, 2013), which includes docu-
ments from the Omani newspaper Alwatan; An-
erCORP (Benajiba et al., 2007), a publicly avail-
able Arabic NER dataset from news sources with
150,286 tokens and 32,114 types; AQMAR (Mo-
hit et al., 2012), which is a corpus of 74,000 to-
kens from 28 annotated Arabic Wikipedia articles;
Wikiann (Rahimi et al., 2019), a manually anno-
tated dataset covering approximately 3,000 sen-
tences from 31 Wikipedia articles; LinCE MSA-
EGY (Aguilar et al., 2019), an annotated social
media dataset using Twitter, where the tweets were
harvested from the timeline of 12 Egyptian politi-
cian public figures; WDC (Althobaiti et al., 2014),
which contains 165,119 sentences from Wikipedia,
consisting of around 6 million tokens; and finally,
POLYGLOT-NER (Al-Rfou et al., 2015), a gener-
ated annotated dataset using Wikipedia and Free-
base.

5 Experimental Setup

5.1 Pre-training Setup

We implemented ConfliBERT-Arabic using the pre-
viously mentioned continual (Cont) techniques.
The architecture used is similar to Multilingual
BERT-Base with 12 layers, 768 hidden units, 12
attention heads, and a total of 110M parameters.
The vocabulary file used is identical to the origi-
nal Multilingual BERT and AraBERT vocabulary
files. We used 2 Nvidia A-100 GPUs with 10 GB
memory to train the models. We used an Adam
optimizer (Kingma and Ba, 2015) with the learning
rate set to a peak value of 5e-5 and then linearly
decayed. To accommodate the long paragraphs of
new data, we trained the model with a sequence
length of 512. The overall training time for each
Cont model took about three days.

5.2 Fine-Tuning Setup

For Named Entity Recognition (NER) tasks, we
predicted the sequence of BIO tags (a common
tagging format for tagging tokens in a chunking
task) for each token in the input sentence. We
pre-processed the dataset to ensure the correct
CoNLL format and used a (70,15,15) split for Train,
Test, and Dev for all datasets. For Binary Classi-
fication (BC), we required a sequence classifica-
tion/regression head on top of the pooled output
of BERT. We used cross-entropy loss for binary
classification. We split our datasets into (70,15,15)
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Model
NER

F1 Score
BC

F1 Score

ConfliBERT
Arabic

Multilingual-Uncased-Cont 77.07 90.85
Multilingual-Cased-Cont 77.14 90.78
AraBERT-Cont 77.88 91.54

BERT
multilingual

Uncased 76.69 89.12
Cased 76.86 89.10
AraBERT 75.89 90.16

Table 3: Summary F1 results of our evaluation by task

for Train, Test, and Dev. We fine-tuned our mod-
els on a single Nvidia A-100 GPU for five epochs
with a learning rate of 5e-05, batch size of 16, and a
maximum sequence length of 128 for NER and 512
for BC. We repeated all experiments ten times with
different seeds. We use F1 scores as performance
metrics for both tasks.

6 Results and Analysis

Table 3 reports the F1 scores for each model by
task with results using the mean of 10 seeds. As
shown, ConfliBERT-Arabic outperforms Multilin-
gual BERT and AraBERT, where our models con-
sistently report the best results (in bold) for both
tasks. To compare ConfliBERT-Arabic Continual
with other models, we evaluated the best results
from cased, uncased, and AraBERT versions of
BERT. Our findings show that ConfliBERT-Arabic
Continual based on AraBERT performs the best
overall by achieving the top results in 9 out of the
13 datasets evaluated. Overall, the models fine-
tuned on our data had the best results in 11 out of
the 13 datasets.

6.1 NER Evaluation Results

In Table 4, we can observe that our models outper-
formed the competing models on 5 out of the 7 eval-
uated datasets. Notably, our models demonstrated
significant improvements across various types of
datasets, including news articles, Wikipedia entries,
and social media content, particularly when the
datasets involved topics related to politics and in-
ternational affairs.

In news-based datasets such as AnerCORP and
Kalimat, our continual models demonstrated im-
provements over standard BERT. AnerCORP con-
tained a significant amount of political and interna-
tional data, with 34.8% of the dataset originating
from Aljazeera.net, which primarily featured politi-
cal articles focusing on conflict and violence. Con-
sequently, our continual models exhibited consid-
erable enhancements compared to standard BERT

Dataset Domain
ConfliBERT-Arabic

F1 Score
BERT

F1 Score
AraBERT Cased Uncased AraBERT Cased Uncased

AnerCORP Newswire 81.17 77.74 77.75 79.7 75.23 75.46
Kalimat Newspaper 82.09 83.72 82.37 81.53 82.74 82.63

LinCE
Social
Media

79.96 79.19 79.67 77.47 76.39 76.59

WikiANN Wikipedia 92.97 92.06 92.2 92.88 91.73 91.68
WDC Wikipedia 72.91 72.85 72.72 71.49 73.03 73.27

Polyglot Wikipedia 64.61 62.48 62.35 60.111 62.66 62.03
Aqmar Wikipedia 71.45 71.95 72.4 68.07 76.28 75.23

Table 4: Summary of F1 measure results of NER
datasets

models. Similarly, for Kalimat, which was col-
lected from the Omani newspaper Al-Watan, our
models performed better, as the dataset mainly con-
sisted of local and international news that covered
the gulf region’s political conflicts.

Regarding LinCE, researchers focused on so-
cial media data obtained from Twitter, specifically
12,334 tweets posted by 12 Egyptian political pub-
lic figures. As the dataset was predominantly po-
litical discussing the region conflicts and featured
numerous political named entities, our models out-
performed standard BERT models.

For Wikipedia-based datasets, our performance
varied depending on the specific articles used in
each dataset. In the case of Polyglot, our models
excelled due to the political and conflict/war ori-
ented Wikipedia articles extracted using Freebase.
Similarly, WikiANN, which contained political and
conflict-related articles, led to our models perform-
ing well.

On the other hand, Aqmar and WDC, which con-
sisted of more general articles unrelated to politics
or conflict, we witnessed a better performance from
the regular BERT models. For instance, Aqmar in-
cluded 28 Wikipedia articles covering history, sci-
ence, sports, and technology, as researchers aimed
to adapt named entity analysis to new domains. In
the case of WDC, the articles were sourced from
Wikipedia’s open domain, representing various gen-
res. Here, the baseline cased multilingual BERT
marginally outperformed our models. This was
expected, as our models were pretrained and spe-
cialized for the political and conflicts domain.

For the NER datasets, we used p-values to con-
firm the statistical significance of the differences.
Using AnerCORP, LinCE, and Polyglot, we con-
trasted our models with AraBERT and Multilin-
gual BERT. All results are statistically significant
at p<0.01. This makes sense given that all of
these datasets have a strong political focus. In con-
trast, generic datasets such as Aqmar, had a p>0.1.
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Dataset Domain
ConfliBERT-Arabic

F1 Score
BERT

F1 Score
AraBERT Cased Uncased AraBERT Cased Uncased

Ultimate
Arabic
News

News 97.46 95.85 95.89 95.74 94.27 94.80

DataSet
for

Arabic
Classification

News 97.47 97.01 97.21 97.05 96.15 96.18

Arabic
Dialects &

Topics

Social
Media

67.09 60.87 60.93 60.01 59.90 60.40

SANAD
AlArabiya

News
98.83 97.81 98.01 98.42 97.11 97.13

AlKhaleej
News

99.51 99.09 99.07 98.93 98.02 98.22

Arafacts
Fact

Checking
75.21 72.83 72.57 72.02 70.34 67.55

Table 5: Summary of F1 measure results for classifica-
tion dataset

Given that our models was trained on a corpus of
political domain data, it makes sense.

In summary, our models demonstrated superior
results when applied to datasets rich in political, in-
ternational, and conflict-related content, regardless
of whether the data was sourced from news outlets,
Wikipedia, or social media. For datasets that do not
involve these topics, regular BERT models tended
to yield better results.

6.2 BC Evaluation Results

Binary classification results are illustrated in Table
5. All datasets exhibited improved performance
with our models. These datasets included four from
newspapers, one from social media, and one from
a fact-checking site. Since the datasets were origi-
nally created for topic classification purposes, all
articles were annotated and labeled by categories
such as Culture, Finance, Medical, Politics, Reli-
gion, Sports, and Tech.

To create our binary classification dataset, we
sampled articles from the politics category, with
emphasis on conflict and violence, alongside non-
political data from other topics. The data was then
labeled with 0 or 1 to indicate whether the articles
were related to political conflict and violence or
not.

Our ConfliBERT Arabic Continual model, based
on AraBERT, demonstrated the best performance
across all datasets except for one, where our un-
cased version performed better. Additionally, our
models performed exceptionally well on political
tweets and a fact-checking site, which also featured
a significant amount of political content.

Again, we used p-values to confirm the statistical
significance of the differences for datasets includ-
ing Arabic Classification, SANAD Alarabiya, and

SANAD AlKhaleej where there were only marginal
gains in F measure. We contrasted the best out-
comes from our models with the baseline iterations
of BERT in each experiment. In all three tasks,
our models performed better, with statistical signif-
icance set at p<0.01.

7 Conclusion and Future Work

In this paper, we introduce ConfliBERT-Arabic, a
pre-trained language model for politics, conflict
and violence in Arabic-language. ConfliBERT-
Arabic’s development required the acquisition and
curation of a sizable domain-specific corpus for the
pre-training stage. We also thoroughly assessed the
model’s performance across a range of NLP tasks
and datasets, showing that ConfliBERT-Arabic reg-
ularly outperforms BERT in the politics, conflict
and violence domain, especially when working
with sparse training data. Researchers and decision-
makers interested in tracking, analyzing, and pre-
dicting political violence and war in the Middle
East will find these findings to be of great interest.
ConfliBERT-Arabic is an important advancement
that will help a large community of political scien-
tists and decision-makers as a whole.

In future work, we are planning to expand on
parameters such as vocabulary size and epochs to
better optimize ConfliBERT-Arabic. Additionally,
applying ConfliBERT-Arabic to more challenging
tasks such as understanding, inference, question
answering, and uncertainty qualification is planned
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Ethical Impact

To address concerns of bias in machine learning,
our research employs several measures. Firstly, we
utilize standard social science practices to select
corpora and training data (Barberá et al., 2021).
Secondly, we gather a corpus with unparalleled
global coverage for the pre-training stage, which
aims to reduce regional biases. Thirdly, we move
beyond biases inherent in dictionary-based meth-
ods by utilizing machine learning techniques, as
suggested by Wilkerson in (Wilkerson and Casas,
2017). Lastly, we use multiple coders for the train-
ing data. However, due to copyright issues, we
are unable to share the raw data, which hinders the
principles of FAIR data (Wilkinson et al., 2016).
The overarching aim of our research is to generate
accurate and reliable conflict data to prevent or mit-
igate harm. These data offer an objective means to
comprehend and examine conflict and armed vio-
lence. Our research endeavors to produce superior
data resources to fulfill this purpose.
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Benedı́ruiz. 2007. Anersys: An arabic named en-
tity recognition system based on maximum entropy.
In Computational Linguistics and Intelligent Text
Processing: 8th International Conference, CICLing
2007, Mexico City, Mexico, February 18-24, 2007.
Proceedings 8, pages 143–153. Springer.

Brian Blankenship. 2020. Promises under Pressure:
Statements of Reassurance in US Alliances. Interna-
tional Studies Quarterly, 64(4):1017–1030.

https://aclanthology.org/N16-3003.pdf
https://aclanthology.org/N16-3003.pdf
https://arxiv.org/pdf/1906.04138
https://arxiv.org/pdf/1906.04138
https://data.mendeley.com/datasets/jz56k5wxz7
https://data.mendeley.com/datasets/jz56k5wxz7
https://arxiv.org/pdf/2210.08284
https://arxiv.org/pdf/2210.08284
https://epubs.siam.org/doi/pdf/10.1137/1.9781611974010.66
https://epubs.siam.org/doi/pdf/10.1137/1.9781611974010.66
https://dl.acm.org/doi/pdf/10.1145/3086575?casa_token=js27HK8CaFkAAAAA:4EMnuIt8f83THG0EWPyExHV-UQ5JziTqxFJLnquyCUJxG-dH_ciSHcH75rCVx1cbtNr3oVYPUalh
https://dl.acm.org/doi/pdf/10.1145/3086575?casa_token=js27HK8CaFkAAAAA:4EMnuIt8f83THG0EWPyExHV-UQ5JziTqxFJLnquyCUJxG-dH_ciSHcH75rCVx1cbtNr3oVYPUalh
https://dl.acm.org/doi/pdf/10.1145/3086575?casa_token=js27HK8CaFkAAAAA:4EMnuIt8f83THG0EWPyExHV-UQ5JziTqxFJLnquyCUJxG-dH_ciSHcH75rCVx1cbtNr3oVYPUalh
https://aclanthology.org/2021.wanlp-1.26.pdf
https://aclanthology.org/2021.wanlp-1.26.pdf
https://dl.acm.org/doi/pdf/10.1145/3373266?casa_token=Hzc_m9vBjuEAAAAA:RRJW3xxZK_VPCY9TOwgWQ78mDR_NBJdx53PTvYK2LsTomv05Zf3s0TstiwOxwsUqAFDGlyEQivzK
https://dl.acm.org/doi/pdf/10.1145/3373266?casa_token=Hzc_m9vBjuEAAAAA:RRJW3xxZK_VPCY9TOwgWQ78mDR_NBJdx53PTvYK2LsTomv05Zf3s0TstiwOxwsUqAFDGlyEQivzK
https://repository.essex.ac.uk/11980/1/document.pdf
https://repository.essex.ac.uk/11980/1/document.pdf
https://www.sciencedirect.com/science/article/pii/S1574013720304056?casa_token=-E0ky6ZHCBsAAAAA:DOa9VgsEIAbqGva2NMtV2nbk5p3wVu5nFAdowX23RueKqClzpJ1ZlvsjbGzU2JE7cOxYxRJ99w
https://www.sciencedirect.com/science/article/pii/S1574013720304056?casa_token=-E0ky6ZHCBsAAAAA:DOa9VgsEIAbqGva2NMtV2nbk5p3wVu5nFAdowX23RueKqClzpJ1ZlvsjbGzU2JE7cOxYxRJ99w
https://arxiv.org/pdf/2003.00104
https://arxiv.org/pdf/2003.00104
https://www.taylorfrancis.com/chapters/edit/10.4324/9781003076186-7/ethnopolitical-violence-terrorism-middle-east-victor-asal-carter-johnson-jonathan-wilkenfeld
https://www.taylorfrancis.com/chapters/edit/10.4324/9781003076186-7/ethnopolitical-violence-terrorism-middle-east-victor-asal-carter-johnson-jonathan-wilkenfeld
https://www.cambridge.org/core/services/aop-cambridge-core/content/view/10462DB284B1CD80C0FAE796AD786BC6/S104719872000008Xa.pdf/automated_text_classification_of_news_articles_a_practical_guide.pdf?casa_token=ReG0kZ_hC_QAAAAA:gFIjBB121TymK3Fb6ok_lpUey0MRhC2pe5TMf4h5l_P0GsiIOGaoqLeE5aHI8O79g5P14zlK
https://www.cambridge.org/core/services/aop-cambridge-core/content/view/10462DB284B1CD80C0FAE796AD786BC6/S104719872000008Xa.pdf/automated_text_classification_of_news_articles_a_practical_guide.pdf?casa_token=ReG0kZ_hC_QAAAAA:gFIjBB121TymK3Fb6ok_lpUey0MRhC2pe5TMf4h5l_P0GsiIOGaoqLeE5aHI8O79g5P14zlK
https://aclanthology.org/2022.wanlp-1.43.pdf
https://aclanthology.org/2022.wanlp-1.43.pdf
https://aclanthology.org/2022.wanlp-1.43.pdf
https://arxiv.org/pdf/1903.10676
https://arxiv.org/pdf/1903.10676
https://d1wqtxts1xzle7.cloudfront.net/43691863/ANERsys_An_Arabic_Named_Entity_Recogniti20160313-6053-7qxvgr-libre.pdf?1457901633=&response-content-disposition=inline%3B+filename%3DANERsys_An_Arabic_Named_Entity_Recogniti.pdf&Expires=1691723682&Signature=P43tmW4Nhqmo1b5C0~DCRQFoIK~PDdL1K8Vhl0hfnXwtzcFQMjYWD11W518RkngwpXpRXeQTdjSOgonAInvht5qGaCexTeshH8jP7--uUwu~Fg1gJ4i2zmaUCmlE-1NADMm9exR2U8hx3cAi3P0igqFaWyvhiT5ZijzdOmAAofe5xgae7jqjZKu52Bd0AbDVnjzPE2vGeZ3ljhhCUEiiZwCU~pvOYVWJtJL6rrqCJE3vNtVMDpIGGECGuZO1Py2MzHouhPokLqQ5-EZfEsCWUvUL91vtGfbvNZqZjLRGjpl9F0Piv4O6eHYmPt3geN6HLqw9xWMOQ0C6PqJP4cBzkA__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/43691863/ANERsys_An_Arabic_Named_Entity_Recogniti20160313-6053-7qxvgr-libre.pdf?1457901633=&response-content-disposition=inline%3B+filename%3DANERsys_An_Arabic_Named_Entity_Recogniti.pdf&Expires=1691723682&Signature=P43tmW4Nhqmo1b5C0~DCRQFoIK~PDdL1K8Vhl0hfnXwtzcFQMjYWD11W518RkngwpXpRXeQTdjSOgonAInvht5qGaCexTeshH8jP7--uUwu~Fg1gJ4i2zmaUCmlE-1NADMm9exR2U8hx3cAi3P0igqFaWyvhiT5ZijzdOmAAofe5xgae7jqjZKu52Bd0AbDVnjzPE2vGeZ3ljhhCUEiiZwCU~pvOYVWJtJL6rrqCJE3vNtVMDpIGGECGuZO1Py2MzHouhPokLqQ5-EZfEsCWUvUL91vtGfbvNZqZjLRGjpl9F0Piv4O6eHYmPt3geN6HLqw9xWMOQ0C6PqJP4cBzkA__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://doi.org/10.1093/isq/sqaa071
https://doi.org/10.1093/isq/sqaa071


107

Nada Boudjellal, Huaping Zhang, Asif Khan, Arshad
Ahmad, Rashid Naseem, Jianyun Shang, and Lin
Dai. 2021. Abioner: a bert-based model for arabic
biomedical named-entity recognition. Complexity,
2021:1–6.

ElMehdi Boujou, Hamza Chataoui, Abdellah El Mekki,
Saad Benjelloun, Ikram Chairi, and Ismail Berrada.
2021. An open access nlp dataset for arabic dialects:
Data collection, labeling, and model construction.
arXiv preprint arXiv:2102.11000.

Ilias Chalkidis, Manos Fergadiotis, Prodromos Malaka-
siotis, Nikolaos Aletras, and Ion Androutsopoulos.
2020. LEGAL-BERT: The muppets straight out of
law school. In Findings of the Association for Com-
putational Linguistics: EMNLP 2020, pages 2898–
2904. Association for Computational Linguistics.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. arXiv preprint arXiv:1810.04805.

Omar Einea, Ashraf Elnagar, and Ridhwan Al Debsi.
2019. Sanad: Single-label arabic news articles
dataset for automatic text categorization. Data in
brief, 25:104076.

Mahmoud El-Haj and Rim Koulali. 2013. Kalimat a
multipurpose arabic corpus. In Second workshop on
Arabic corpus linguistics (WACL-2), pages 22–25.

Deborah J Gerner, Philip A Schrodt, Omür Yilmaz, and
Rajaa Abu-Jabr. 2002. Conflict and mediation event
observations (cameo): A new event data framework
for the analysis of foreign policy interactions. Inter-
national Studies Association, New Orleans.

Yu Gu, Robert Tinn, Hao Cheng, Michael Lucas, Naoto
Usuyama, Xiaodong Liu, Tristan Naumann, Jianfeng
Gao, and Hoifung Poon. 2021. Domain-specific lan-
guage model pretraining for biomedical natural lan-
guage processing. ACM Transactions on Computing
for Healthcare (HEALTH), 3(1):1–23.
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