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Abstract

The emergence of social media has made it
more difficult to recognize and analyze mis-
information efforts. Popular messaging soft-
ware Telegram (Durov, 2013) has developed
into a medium for disseminating political mes-
sages and misinformation, particularly in light
of the conflict in Ukraine (Wikipedia contrib-
utors, 2023). In this paper, we introduce a siz-
able corpus of Telegram posts containing pro-
Russian propaganda and benign political texts.
We evaluate the corpus by applying natural lan-
guage processing (NLP) techniques to the task
of text classification in this corpus. Our find-
ings indicate that, with an overall accuracy of
over 96% for confirmed sources as propagan-
dists and oppositions and 92% for unconfirmed
sources, our method can successfully identify
and categorize pro-Russian propaganda posts.
We highlight the consequences of our research
for comprehending political communications
and propaganda on social media.

1 Introduction

Because of social networks’ rising use in daily life,
we increasingly rely on other people’s opinions
when making both big and minor decisions, such
as whether to vote for a new government or buy new
products online. It is not surprising that by spread-
ing propaganda, social media became a weapon
of choice for manipulating public opinion. Social
media is rife with fake content and propaganda,
which needs to be identified and blocked or re-
moved. Recent years have seen a major increase
in the issue of information authenticity on social
media, leading to significant research community
efforts to address fake news (Pariser, 2011), click-
bait (Chen et al., 2015b), fake reviews (Akoglu
et al., 2013), rumors (Hamidian and Diab, 2016),
and other types of misinformation. In this paper,
we deal with Russian state-sponsored propaganda
disseminated in Telegram. Telegram is one of the
most widely used venues for information sharing

in Russia, especially after blocking META Plat-
forms. Therefore, Telegram draws much attention
from organized groups that spread similar views
through its channels and (most probably) funded
by either state or related organizational sources. To
influence the public to favor the war, the Russian
government implemented new regulations that gave
it control over traditional media channels (Geissler
et al., 2022). The fundamentals of propaganda
communication: persuasion using symbols, emo-
tions, stereotypes, and pre-existing frameworks
with the intention of swaying perceptions and influ-
encing cognition and behavior in order to further
the propagandist’s agenda (Alieva et al., 2022). Our
work focuses on specific pro-Russian propaganda
during the conflict between Russia and Ukraine.
Several researchers have documented Russian pro-
paganda during previous conflicts (Golovchenko,
2020; Geissler et al., 2022).

This paper has two contributions: (1) it intro-
duces a new dataset of posts about the Russia-
Ukraine war in Russian, collected from Telegram
channels and annotated with binary propaganda-
related labels; (2) it reports the results of our case
study on this dataset, where we examine a super-
vised method for propaganda detection.

2 Related Work

Propaganda is the spread of information to influ-
ence public opinion or behavior, and it is a growing
concern in today’s digital era. With the vast amount
of digital media available, it can be challenging to
differentiate between genuine information and pro-
paganda.

In recent years, there has been a growing interest
in using machine learning techniques for propa-
ganda detection. Numerous studies have attempted
to classify texts’ propagandistic content (Rashkin
et al., 2017). For instance, Martino et al. (2019)
allows analyzing texts at a finer level by identify-
ing all passages that contain propaganda tactics and
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their types. A corpus of news articles was created
and manually annotated at the fragment level with
eighteen propaganda techniques. Authors Yoosuf
and Yang (2019) used the Fragment Level Clas-
sification (FLC) task dataset consisting of news
articles from various sources, each annotated with
labels representing one out of 18 predefined tech-
niques. The goal of the task introduced in Yoosuf
and Yang (2019) was to predict the propaganda
techniques associated with each text fragment in
the articles. The authors fine-tuned a BERT model
on the FLC task dataset using a multitask learn-
ing approach, where the model is simultaneously
trained to perform both fragment-level and article-
level classification. Another paper, Khanday et al.
(2021), proposed a supervised learning approach
using Support Vector Machine (SVM) to classify
news articles as propaganda or non-propaganda.
Despite demonstrating fairly good accuracy, the
aforementioned studies are mostly limited to En-
glish.

The recent political developments have increased
the number of Russian-language studies. Topic
modeling is one of the methods that have been
successfully applied in the field of NLP. In this
article, Yakunin et al. (2020) suggests a method
for identifying texts that contain propaganda by
leveraging a text corpus’s topic model. With the
suggested method, analysis is attempted at a much
higher level of abstraction (themes and the relation-
ships between texts and subjects rather than individ-
ual words in a phrase). Other researchers in Park
et al. (2022) analyzed agenda creation, framing,
and priming—three tactics that underlie informa-
tion manipulation using both established and newly
developed NLP models on VoynaSlov (38M+ posts
from Twitter and VKontakte in Russian), revealing
variance across media outlet control, social media
platform and time. A structured topic model (STM)
and a contextualized neural topic model were both
used. Another researcher used news stories and
Telegram news channels in Ukrainian, Russian, Ro-
manian, French, and English to examine how the
media influenced and reflected public opinion dur-
ing the first month of the war between Ukraine
and Russia (Solopova et al., 2023). The existing
literature on propaganda detection offers a wide
variety of methods, datasets, and perspectives that
can be used to develop effective and responsible
propaganda detection systems.

To the best of our knowledge, our dataset is a

large dataset of political posts with substantial dif-
ferences between pro-war and anti-war Telegram
posts about the Russia-Ukraine war.

3 Case Study

3.1 The Dataset

Telegram channels are widely used in Russia be-
cause they are simple, usually focus on short text
posts, and do not need special personal verification.
Everyone can create a channel anonymously and
start posting any type of information without any
validation or fact-checking. In addition, the CEO
of Telegram, Pavel Durov, advertised Telegram as
an independent and the most protected messenger
in the world marketplace (Durov, 2014).

We used Telegram API (Telegram, 2021) to ex-
tract texts from Telegram (Durov, 2013) channels
representing Russian government official sources
and opposition political sources into our dataset (de-
scribed below in Figure 1). We have selected a pe-
riod for downloading texts from the 24th of Febru-
ary 2022 to the 24th of February 2023, as the first
year of the Russia’s full invasion of Ukraine. We
relied on the EU sanction list (European External
Action Service, Accessed on 14 May 2023) to as-
sign texts to a propaganda or benign category. For
example, ”Channel One Russia” has been added to
the sanction list as a government company (coun-
cil of the EU, 2014), and ”SolovievLive,” the per-
sonal telegram-channel of Vladimir Roudolfovitch
Soloviev (council of the EU, 2023), has been added
to the list as an individual propagandist who works
at the government channels. Benign political text
sources have been selected from the channels de-
clared to be Foreign Agents by the Ministry of
Justice of the Russian Federation (according to the
Russian Foreign Agents law (The Federal Assem-
bly of the Russian Federation, 2022)), and as such,
are unlikely to contain pro-Russian propaganda.
The Russian Foreign Agents Law (The Federal
Assembly of the Russian Federation, 2022) is de-
scribed as a freedom-restricting law by the Interna-
tional Center for Not-for-Profit Law (International
Center for Not-for-Profit Law (ICNL), 2021), an
international non-governmental organization that
works to promote and protect the right to freedom
of association, assembly, and expression for civil
society organizations and individuals around the
world.

The list of sources for two classes in our dataset
is listed in Figure 1 – we provide the name of the
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Telegram channel, its translation, and the channel’s
ID. Figure 2 contains two representative examples
of propaganda and benign political texts along with
their English translation.

Texts have been downloaded from Telegram
channels with two filters: seed words for each
class and the post length greater than or equal to
80. According to the article about how text char-
acteristics impact user engagement in social me-
dia, posts greater than or equal to 80 characters
are ”easy to read”, and they get a better user en-
gagement (Gkikas et al., 2022). Seed words for
propaganda sources have been chosen from the ar-
ticles about the Russian-Ukrainian war (Umland,
2022), (Ganchev et al., 2022). The opposition’s
seed words are neutral synonyms of the propa-
ganda’s words. These seed words are listed in
Figure 3. We used seed words for searching and
downloading posts only related to the war, except
for advertising posts and other subjects in Telegram
channels. The dataset available on GitHub (2023).

3.1.1 Data Analysis
Tables 1-2 contain basic statistics of the data, in-
cluding the number of documents in every class for
each set, in total, and the average number of words
in a document. The positive class (propaganda)
contains 6038 texts and the negative class (benign)
contains 5282 texts.

Text length analysis (in characters) shows propa-
ganda texts tend to be longer, while benign texts in
general are shorter and their length distribution is
different (no big differences between thresholds).
A comparison of these distributions appears in Fig-
ure 4.

During our research, we underline, for example,
that the word ’HA’ (meaning ’on’) is prominent in
propaganda texts because of the Russian expres-
sion ’on Ukraine’ used in Russia contrary to the
expression ’in Ukraine’ used in Ukraine.

The variance threshold (Kohavi and John, 1997)
serves as a straightforward method for feature se-
lection, wherein features failing to meet a certain
threshold for variance are eliminated. Specifically,
it eliminates features with zero variance, meaning
those that have identical values across all samples,
as the default criterion. Figure 5 shows the most
important words extracted with this method for two
classes in our data - benign texts and propaganda
texts - for different values of the threshold. We can
see that for a variance threshold of 0.7 or above
no words are found for the benign class, implying

that this class contains only lower-variance features
(meaning that the values of word features across the
class do not vary much or are very similar). How-
ever, given a smaller threshold, the phrase ”foreign
agent” is selected for the benign class.

3.2 Data Representation

Besides expanding our training set, a universal so-
lution might be developed if we find a ”typical”
writing style or dissemination of propaganda in
general across different domains.

The following techniques were employed for the
text representation:

1. Term frequency-inverse document frequency
(tf-idf), which increases proportionally to the
number of times a word appears in the docu-
ment and is offset by the number of documents
in the corpus that contain the word. Terms
represent vector dimensions, while their tf-
idf scores represent vector values. Every text
item is treated as a separate document and the
whole dataset as a corpus for computing tf-idf
weights.

2. Word n-grams consisting of n consecutive
words seen in the text, where n is a param-
eter. Each text is represented by a vector with
N-grams as dimensions and their counts as
values. In our evaluation, we used the values
n = 1, 2, 3.

3. BERT sentence embeddings using one of the
pre-trained BERT models:

• a multilingual model (Sanh et al., 2019)
• Russian-language BERT model

(Arkhipov et al., 2019).

3.3 Classification Pipeline

Our classification pipeline consists of a few steps.

1. Representing texts with tf-idf vectors, word n-
grams with n = 1, 2, 3, or pre-trained BERT
sentence vectors.

2. Training and application of the following clas-
sifiers:

• Traditional ML models (see Section 3.4)
are applied to all of the above data repre-
sentations.

• Fine-tuned pre-trained BERT models
are applied to raw texts residing in
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Figure 1. Telegram channels used for data extraction.

Figure 2. Representative examples from our dataset.

Figure 3. Seed words used for data filtering.

training validation test total min max avg wc unique
documents documents documents documents words words words
8214 913 2193 11320 6 631 97.34 81152

Table 1. Data statistic.

training documents validation documents test documents
propaganda benign texts propaganda benign texts propaganda benign texts
4385 3829 491 422 1162 1031

Table 2. Class balance.

the training data and then classifying
the test data. We use a multilingual
BERT model (Sanh et al., 2019), and
a pre-trained model by DeepPavlov AI
(Arkhipov et al., 2019) that is pre-trained
on Russian News and four parts of

Wikipedia: Bulgarian, Czech, Polish,
and Russian.

3.4 Traditional ML Classifiers
We have applied three traditional classifiers – Ran-
dom Forest (RF) (Pal, 2005), Logistic Regression
(LR) (Wright, 1995), and Extreme Gradient Boost-
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Figure 4. Texts lengths (in characters) for propaganda (left) and benign texts (right) distribution.

Figure 5. Most important features (words) extracted with variance threshold method using NLTK Russian stopwords.

ing (XGB) (Chen et al., 2015a) to all text represen-
tations described in Section 3.2.

3.5 Results
Table 3 demonstrates the results for the traditional
classifiers and text representations. The text rep-
resentations use either word vectors with tf-idf
(aka Vector Space Model) or n-grams with count
weights (for n = 1, 2, 3). All the systems are sig-
nificantly better than the majority rule. Also, the
Logistic Regression (LR) classifier with unigrams
outperforms the other classifiers and representa-

tions. In general, LR shows better performance
than other classifiers (RF and XGB) for all text
representations used in this experiment.

Table 4 shows classification results for two fine-
tuned BERT models – a DeepPavlov model known
to perform well on Russian Question Answering
task (Zaytsev et al., 2018), and Russian sentiment
analysis tasks (Chernykh et al., 2021), and a multi-
lingual BERT model (Sanh et al., 2019) for com-
parison. Both models were trained for 15 epochs
with batch size 16, a learning rate of 2e−5. Train-
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Figure 6. Top N words per class, ranked by their tf-idf weights (different morphological forms of the same words
omitted).

representation classifier P R F1 acc
ML BERT SE RF 0.8288 0.8182 0.8206 0.8240

LR 0.8800 0.8808 0.8803 0.8810
XGB 0.8377 0.8342 0.8354 0.8372

DeepPavlov SE RF 0.8415 0.8320 0.8343 0.8372
LR 0.8906 0.8911 0.8909 0.8915
XGB 0.8483 0.8466 0.8473 0.8486

tf-idf RF 0.9390 0.9328 0.9349 0.9357
LR 0.9431 0.9349 0.9376 0.9384
XGB 0.9133 0.8986 0.9023 0.9042

unigrams RF 0.9289 0.9212 0.9237 0.9248
LR 0.9481 0.9448 0.9461 0.9466
XGB 0.9086 0.8928 0.8966 0.8988

bigrams RF 0.8965 0.8681 0.8728 0.8769
LR 0.9203 0.9080 0.9113 0.9129
XGB 0.8620 0.8326 0.8365 0.8422

trigrams RF 0.8982 0.8700 0.8747 0.8787
LR 0.9203 0.9080 0.9113 0.9129
XGB 0.8633 0.8340 0.8379 0.8436

Table 3. Traditional classifier baselines applied to sentence embeddings, n-grams, and tf-idf text representations.

Bert model benign class propaganda class
P R F1 P R F1 acc (macro avg)

DeepPavlov 0.9452 0.9762 0.9605 0.9791 0.9518 0.9653 0.9630
ML BERT 0.9457 0.9682 0.9569 0.9724 0.9527 0.9624 0.9598

Table 4. Fine-tuned BERT results.

Bert model benign class propaganda class
P R F1 P R F1 acc (macro avg)

DeepPavlov 0.9649 0.8678 0.9138 0.8907 0.9715 0.9293 0.9223
BERT ML 0.9466 0.8757 0.9098 0.8950 0.9555 0.9242 0.9176

Table 5. Fine-tuned BERT results for dataset ”without seed words”.

ing accuracy and training loss for the top model
(DeepPavlov) were 0.9606 and 0.0003, and train-
ing time per epoch was approximately 270 seconds.
We can see that this model achieves slightly better
results than the multilingual BERT and that both
fine-tuned models outperform all of the traditional
classifiers mentioned in Table 3, although by a
small margin.

Moreover, to check our results, we experimented
with a dataset without using seed words for search-
ing and downloading texts from Telegram. We ex-
tracted new posts from the channels that not used in
the training dataset, but sometimes channels from
the training dataset reposted posts from these chan-
nels. So we can decide on the type of one channel
or another. Figure 7 presents Telegram channels
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Figure 7. Telegram channels used for dataset ”without seed words”.

for additional datasets. The class balance for the
dataset is pro-Russian sources - 562 documents
and benign political texts sources - 507. Results of
the experiment with dataset ”without seed words”
and ”new channels” in Table 5. In addition, we
deployed the model with a Telegram bot API (Mod-
rzyk, 2018). Users can paste a news post about the
Russian-Ukrainian war in Russian, and the bot will
respond with a special label and score (probabil-
ity of label). The bot is available at Telegram-bot
(2023).

4 Conclusions and Future Work

We are optimistic that our work will help people
recognize texts that may not be objective and fo-
cus only on producing emotional feelings rather
than a rational response. However, our models are
trained on political texts that address the conflict
in Ukraine and, therefore, cannot recognize propa-
ganda in other domains. In addition, improving the
model’s ability to handle scenarios such as propa-
ganda statements in stylistically complex texts is
essential to develop a more widely trainable model.

We continue improving our model and will soon
add a ”neutral” class for correct classification. Be-
sides expanding our training set, a universal solu-
tion might be developed if we find a ”typical” writ-
ing style or dissemination of propaganda across
different domains.
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