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Abstract

This paper aims to explore and enhance Chat-
GPT’s abilities to generate more human-like
conversations by taking into account the emo-
tional state of the user. To achieve this goal, a
prompt-driven Emotional Intelligence is used
through the empathetic dialogue dataset in or-
der to propose a more empathetic conversa-
tional language model. We propose two al-
tered versions of ChatGPT as follows: (1) an
emotion-infused version which takes the user’s
emotion as input before generating responses
using an emotion classifier based on ELECTRA
(Clark et al., 2020); and (2) the emotion adapt-
ing version that tries to accommodate for how
the user feels without any external component.

By analyzing responses of the two proposed al-
tered versions and comparing them to the stan-
dard version of ChatGPT, we find that using the
external emotion classifier leads to more fre-
quent and pronounced use of positive emotions
compared to the standard version. On the other
hand, using simple prompt engineering to take
the user emotion into consideration, does the
opposite. Finally, comparisons with state-of-
the-art models highlight the potential of prompt
engineering to enhance the emotional abilities
of chatbots based on large language models.

1 Introduction

Conversational agents have become increasingly
popular in recent years, with applications ranging
from customer service (Ando and Zhang, 2005) to
mental health therapy (Abd-Alrazaq et al., 2019).
However, while these agents have the potential
to provide information in natural language, their
current abilities to generate human-like and empa-
thetic conversations are limited (Rapp et al., 2021;
Belainine et al., 2020b,a).
To address this challenge, this study explores the
emotional abilities of ChatGPT in generating empa-
thetic responses. Specifically, we investigate the ef-

fectiveness of incorporating external emotion clas-
sifiers using prompt engineering to take the user’s
emotional state into account when generating re-
sponses. This study is motivated by the fact that
emotions play a crucial role in human communi-
cation, and empathetic responses are essential for
building rapport and trust in human-machine inter-
actions (Chen et al., 2021). In customer service
for instance, it was shown that up to 40% of con-
sumers’ requests are rather emotional without spe-
cific informational intents (Xu et al., 2017). Thus,
we compare standard ChatGPT that generates re-
sponses to simple conversation prompts from the
Empathetic Dialogues dataset (Ma et al., 2020) to
two slightly modified versions with prompt engi-
neering. The first one is an emotion-infused version
that takes the user emotion as an additional input
before generating responses using an ELECTRA-
based emotion classifier; while the second, emotion
adapting version tries to consider how the user feels
without any external component.
Our study adds to the expanding literature on con-
versational agents and emotional intelligence and
its results have implications for the design and de-
velopment of conversational agents that can pro-
vide personalized and effective support to users. In
the following sections, we provide a brief review of
the related work (Section 2) then present some rele-
vant preliminary information (Section 3). Section 4
contains a detailed description of our experimental
design while our evaluations and results will be
presented in section 5. Finally, section 6 concludes
this paper and gives some future perspectives.

2 Related Work

According to Allouch et al. (2021), a conversational
agent can be defined as ”a dialogue system that can
also understand and generate natural language
content, using text, voice, or hand gestures, such
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as sign language”. Even though the first chatbot in
the literature dates back to 1966, with the Rogerian
psychotherapist chatbot Eliza developed by Joseph
Weizenbaum (Weizenbaum, 1966), chatbot devel-
opment has only exploded over the past several
years (Adamopoulou and Moussiades, 2020). Their
applications have been appearing across a variety
of industries thanks to huge data sources, machine
learning advancements (Grudin and Jacques, 2019),
and Large Language Models (LLMs).

Conversational agents can be classified based on
the response generation method: rule-based sys-
tems choose responses from hand-crafted prede-
fined rules but suffer from dull and repetitive re-
sponses (Prendinger and Ishizuka, 2005). Retrieval-
based methods use techniques such as keyword
matching to find the most approprite response from
a fairly large corpus but don’t seem very natural
(Grudin and Jacques, 2019), and generative chat-
bots provide more diverse conversations but require
massive training data (Sutskever et al., 2014).

Despite all the advancements in the conversa-
tional agents research, it appears that people still
prefer natural communication to machine-like inter-
actions and feel that a human can understand them
better (Rapp et al., 2021). In fact, it was shown
in recent studies that customers still prefer inter-
acting with humans over machines (Adam et al.,
2021) because generating empathetic and human-
like responses is a challenging task for chatbots, as
it requires an understanding of the user’s emotional
state and the ability to respond appropriately.

Several studies have explored the use of differ-
ent techniques to improve the emotional abilities of
conversational agents. For example, Asghar et al.
(2018) used a heuristic search technique in order to
ensure variety and emotional relevance in the gen-
erated replies. Other research aimed to identify the
emotion of the input message by embedding each
input word in a three-dimensional emotion embed-
ding space which dimentsion are Valence, Arousal,
and Dominance (VAD) (Warriner et al., 2013). To
address the relevance of the emotional responses,
Lin et al. (2019) proposed the empathy hypothesis
stating that the type of generated emotion should
be consistent with the contextual emotional state
of the user, while Wei et al. (2019) argued that we
can’t assume that the output emotion has to match
the input emotion. They claimed that using a prede-
fined label to train the response generator results in
poor response quality. Zhang et al. (2018) proposed

to generate multiple responses for six emotional
categories and the best response is then selected
with a ranking algorithm.

In recent years, the field of natural language pro-
cessing has witnessed an unprecedented race to
develop new LLMs based on the transformer archi-
tecture (Vaswani et al., 2017) which showed a great
potential at capturing complex patterns in language
data. For instance, GPT-3 by OpenAI (Brown et al.,
2020) has proven its capacity to produce coher-
ent and human-like language, PALM by Google
(Chowdhery et al., 2022) has contributed to reduc-
ing the computational requirements for training
large models and PaLM 2 promised advanced rea-
soning and general capabilities compared to the cur-
rent state of the art of language models (PaLM2).

Recently, ChatGPT has demonstrated its re-
markable ability to understand and converse with
humans fluidly. Since its release in November
2022 with impressive language abilities, there has
been a growing interest in evaluating the conver-
sational language model for different aspects of
Natural Language Understanding (NLU). For in-
stance, Bang et al. (2023) evaluates the multilin-
gual performance of ChatGPT on three tasks of
language identification, sentiment analysis, and ma-
chine translation. Lai et al. (2023) evaluates the
performance of ChatGPT, beyond English on many
Natural Language Processing (NLP) tasks such as
NER, NMT, POS, NLI, QA, CSR. Kocoń et al.
(2023) tried to evaluate ChatGPT on 25 different
NLP tasks and found that it did very well in most
of them, but didn’t outperform the state of the art
in any particular task. However, to the best of our
knowledge, there is still no work on the evaluation
of ChatGPT on the emotional intelligence level.

The exceptional performance of LLMs on a va-
riety of tasks, even with zero-shot or few-shot set-
tings, has inspired NLP academics to reevaluate
the predominant training paradigms from previous
years. For example, prompt engineering is a rel-
atively new promising technique that appears to
improve LLMs’ performance on downstream tasks.
For example, in the context of zero-shot mathe-
matical reasoning, Kojima et al. (2022) found that
simply prompting GPT-3 with ”Let’s think step by
step” quadrupled the accuracy on the MultiArith
arithmetic dataset, from 18% to 79%!

In this paper, we focus on the potential of prompt
engineering and external emotion classifiers to en-
hance the emotional abilities of ChatGPT. Our
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study builds upon previous research on prompt en-
gineering and explores the effectiveness of external
emotion classifiers in improving ChatGPT’s ability
to generate empathetic responses.

3 Preliminaries

In this section, we introduce some important no-
tions that would be important to understand the
design and implementation sections.

3.1 Problem formulation
A multi-turn dialogue defined as D =
{U1, ..., UM} consists of M alternate utter-
ances of two interlocutors (Belainine et al., 2022).
Each utterance Ui can be associated with an
emotion label Ei. Given a dialogue D, we aim to
generate the next utterance UM+1 that would be
coherent, not only with the previous semantics, but
also with the previous emotional state(s).

3.2 Emotion classification
Emotions are states of feelings resulting from in-
ternal or external changes in our lives and depend
on the speaker’s attitude and personality (Al-Omari
et al., 2020). They can be classified into 6 basic cat-
egories according to Ekman (1992) or 8 classes ac-
cording to Plutchik (1980). However, a recent study
showed that using 27 emotion labels in addition to a
neutral label can be effective for fine-grained emo-
tion classification (Demszky et al., 2020). Using
Principal Preserved Component (PPCA) Analysis
(Cowen et al., 2019), they showed that the 28 used
labels are highly significant.

One of the most challenging problems in the
automated understanding of language is emotion
recognition & classification. However, transfer
learning can leverage the effectiveness of pre-
trained LLMs to tackle such a task more effec-
tively (Chronopoulou et al., 2019; Belainine et al.,
2020b,a). By re-training (or fine-tuning) the pre-
trained model on a smaller dataset that is tailored
to the new task (emotion classification for exam-
ple) while keeping some or all of the pretrained
weights unchanged, the model we obtain is adapted
to the new task. Compared to training the model
from scratch, this method can result in faster con-
vergence and greater performance using a fraction
of the processing power (Pan and Yang, 2010).

3.3 Prompt engineering
Prompt Engineering can be defined as the design of
instructions (prompts) in a way that improves the

quality of the results from existing language mod-
els without further training on new datasets (Liu
et al., 2023). As mentioned earlier, this technique
has shown promising results in steering Large Lan-
guage Models and improving their results without
retraining or even fine-tuning (Kojima et al., 2022).

3.4 The ELECTRA model
The ELECTRA (Efficiently Learning an Encoder
that Classifies Token Replacements Accurately)
model is a type of neural network architecture that
was introduced by researchers at Google (Clark
et al., 2020). It has been shown to outperform other
pre-trained language models such as BERT (Devlin
et al., 2018) on several NLP benchmarks, including
sentiment analysis (Mala et al., 2023).

The main innovation behind the ELECTRA
model is replaced token detection instead of
masked token prediction. In fact, for popular LLMs
like BERT (Devlin et al., 2018) and XLNet (Yang
et al., 2019), the pre-training job is masking a
portion of the unlabeled input and then training
the network to retrieve this original input. This
method works well, but its data efficiency is lim-
ited because it only learns from a fraction of the
tokens. Researchers from Stanford University and
Google Brain proposed replacing certain tokens
with plausible substitutes produced by a small lan-
guage model as an alternative to masking then try-
ing to determine if each token is an original or a re-
placement using the pre-trained discriminator. This
resulted in a significantly more computationally ef-
ficient model thanks to learning from the entire set
of input tokens. Studies such as B et al. (2023) have
shown that the proposed method greatly speeds up
training and improves performance on downstream
NLP tasks (Clark et al., 2020).

3.5 ChatGPT
ChatGPT is a Large Language Model based on
the GPT-3.5 architecture and developed by OpenAI
(Ouyang et al., 2022). It was trained on massive tex-
tual corpora and can provide human-like replies to
a variety of natural language cues, from straightfor-
ward queries to more complicated dialogues. Using
a transformer-based design, the model is able to
capture long-range relationships in the input data
and produce output that is incredibly fluent and co-
herent (Guo et al., 2023). It was originally trained
based on InstructGPT (Ouyang et al., 2022) but it is
also continuously improved using RLHF (Stiennon
et al., 2020).
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4 Experimental Design

In this section, we present a detailed description of
the three ChatGPT versions used in these evalua-
tions as well as the dataset used and the ELECTRA-
based emotion classifier that we will need for the
emotion infused version and for the evaluation part.

4.1 The Emotion Classifier

4.1.1 Datasets
For emotion classification, we used the GoEmo-
tions dataset (Demszky et al., 2020), a large dataset
of over 58k Reddit comments manually annotated
with 28 fine-grained emotion labels by up to five
different human annotators. It includes basic emo-
tions like joy and anger but also more complicated
ones like nervousness and caring. The authors ar-
gue that the chosen emotion labels are highly sig-
nificant according to the Principal Preserved Com-
ponent Analysis (PPCA) (Demszky et al., 2020).
Figure 1 shows that the distribution of emotion la-
bels is not balanced. We should keep this in mind
when choosing appropriate evaluation metrics.

Figure 1: Labels distribution in GoEmotions dataset.

To analyze the dialogue performance of the chat-
bot systems, we will be using the Empathetic Di-
alogues dataset (Rashkin et al., 2018). This is a
large-scale dataset made up of over 25,000 human-
to-human dialogues designed to elicit sympathetic
reactions. It was constructed by asking the partic-
ipants to share personal tales and then to respond
sympathetically to the stories of others. The dataset
is all about emotionally grounded personal situa-
tions and therefore it is rich in terms of emotions.

4.1.2 Fine-tuning
Thanks to its impressive perfomance on the sen-
timent analysis task (Mala et al., 2023), which is
similar to the emotion classification task, we chose
the ELECTRA pre-trained model to build our emo-
tion classifier. We fine-tuned it on the GoEmotions
dataset using the PyTorch framework by adding a
three-layer classification head consisting of:

• A fully connected layer used to reduce the
feature dimensionality.

• A dropout layer to prevent overfitting.

• A fully connected layer used to map the re-
duced feature space to the number of emotion
labels in the dataset (28).

We used cross-entropy as a loss function which
includes the softmax function in its computation
to calculate the probability distribution over the
predicted classes according to equation 1:

L = − 1

N

N∑
i=1

M∑
j=1

yi,j log(pi,j) (1)

where N is the batch size (set to 128), M is the
number of classes (28 in this case), yi,j is the binary
label for the i-th example and j-th class, and pi,j
is the predicted probability of the i-th example
belonging to the j-th class.
During fine-tuning, the weights of the pre-trained
ELECTRA model are frozen, and only the weights
of the added classification head are optimized.

4.2 ChatGPT and emotions
We used three versions of ChatGPT to evaluate the
impact of incorporating emotions in the generation
process. Each version is fed with the first n − 1
user utterances containing the context of the con-
versation, while the last, nth utterance in any given
conversation from the Empathetic Dialogues is pre-
dicted by the different chatbot models. We ran the
experiments using the ChatGPT API.

4.2.1 ChatGPT-A: Regular ChatGPT
This is the basic version of ChatGPT and it was
used without any modification. It is trained to gen-
erate responses to conversation prompts using only
the text prompt as input. This model serves as a
baseline to compare the performance of the other
two versions. It will be denoted ChatGPT-A.

4.2.2 ChatGPT-B: Emotion-Infused ChatGPT
This version of ChatGPT takes into account the
emotional state of the user in generating responses.
We used the ELECTRA-based emotion classifier
to classify the emotion of the user input. We use
the emotion class as an additional input along with
the text prompt to generate a response by adding
the following sentence with the ”assistant” role:

”Looks like you’re feeling [emotion]” just before
asking ChatGPT to reply. We will be calling this
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model ChatGPT-B and figure 2 illustrates the idea
behind injecting emotions into ChatGPT.

Figure 2: Illustration of emotion-infused ChatGPT.

4.2.3 ChatGPT-C: the Emotion-adapting
ChatGPT

This version of ChatGPT uses simple prompt engi-
neering to take the user’s emotion into considera-
tion. Specifically, we add the following sentence:

”Try to understand how I’m feeling” in the ”user”
role before asking ChatGPT to continue the conver-
sation. This chatbot version is going to be called
ChatGPT-C in the following sections.

By comparing the performance of these three
versions, we aim to assess the effectiveness of the
proposed methods for enhancing the emotional abil-
ities of ChatGPT in generating more human-like
responses in empathetic conversations.
To illustrate the difference between the three ver-
sions of ChatGPT, here is a sample dialogue:

USER: My internet keeps going in and out and it is
really bothering me! Why can’t it just work like
it is supposed to!

ASSISTANT: Are you on wireless, or a wired network?
USER: It is wireless. I keep on having to unplug and

then plug back in the router and modem! Very
frustrating!

CHATGPT-A: Some possible solutions include resetting
your router, updating the firmware, checking for
interference from other devices, and contacting
your Internet Service Provider (ISP) for assis-
tance.

CHATGPT-B: I completely understand how frustrating
it can be to have an unreliable internet connection.
Have you tried contacting your internet service
provider to see if there is an issue with your ser-
vice?

CHATGPT-C: I can imagine how frustrating it must be
for you to have unstable internet.

5 Evaluations and Results

5.1 Emotion classification results
During fine-tuning of the ELECTRA-based classi-
fier on the GoEmotions dataset, we experimented
with different values for the hyperparameters in

order to get the best results. The hyperparameters
include a batch size of 128, a learning rate of 1e-4
and a number of 10 training epochs.

We divided the GoEmotions dataset into train,
validation and test sets with ratios of 80|10|10 and
we achieved excellent results in terms of the differ-
ent metrics used. We got an AUROC score of up
to 98.54%, an accuracy of 86.92% and an F1-score
of 84.48%, indicating very reliable performance
across all classes, despite the dataset being unbal-
anced. The full classification results per emotion
label are illustrated in the table 1.

Precision Recall F1-score
Admiration 0.91 0.91 0.91
Amusement 0.95 0.87 0.91
Anger 0.86 0.88 0.87
Annoyance 0.86 0.76 0.80
Approval 0.80 0.86 0.83
Caring 0.80 0.81 0.81
Confusion 0.88 0.84 0.86
Curiosity 0.77 0.94 0.85
Desire 0.80 0.86 0.83
Disappointment 0.80 0.81 0.80
Disapproval 0.76 0.87 0.81
Disgust 0.87 0.84 0.86
Embarrassment 0.90 0.87 0.89
Excitement 0.72 0.92 0.80
Fear 0.93 0.88 0.90
Gratitude 0.96 0.93 0.94
Grief 0.86 0.86 0.86
Joy 0.84 0.88 0.86
Love 0.90 0.95 0.92
Nervousness 0.69 0.75 0.72
Optimism 0.90 0.83 0.86
Pride 0.88 0.78 0.82
Realization 0.80 0.88 0.84
Relief 0.82 0.90 0.86
Remorse 0.64 0.86 0.73
Sadness 0.80 0.78 0.79
Surprise 0.74 0.93 0.82
Neutral 0.92 0.87 0.90

AUC 0.99
Accuracy 0.87
Macro avg 0.83 0.86 0.84
Weighted avg 0.87 0.87 0.87

Table 1: The detailed emotion classification results.

By examining table 1, we can see that almost all
emotion labels achieved above 80% in precision,
recall and F1-score. The lowest scores correspond
to labels with the least training examples (such
as pride that has less than 10 examples). This is
expected since the labels with the most examples
would be easier for the model to classify (such
as admiration that has over 300 training exam-
ples). Overall, despite the big number of classed
to choose from, our emotion classifier achieves im-
pressive results, especially compared to the BERT-
based model in the (Demszky et al., 2020) paper
which only reached 40% 63% and 46% in precision,
recall and F1-score, respectively. We can therefore
assume that our model can be reliably used to pre-
dict the user and chatbot emotional expressions.
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5.2 ChatGPT-B vs. ChatGPT-A
To compare the performance of the emotion-
infused ChatGPT (ChatGPT-B) to the regular Chat-
GPT (ChatGPT-A), we ask both models to predict
the last reply of each conversation as described in
section 4.2. We then give an emotion label to each
reply of both chatbots using our ELECTRA-based
emotion classifier.
When examining results, we found that in 45% of
the conversations from Empathetic Dialogues, both
ChatGPT versions’ replies were given the same
emotion label. However, if we can use the probabil-
ity of each emotion as an indication of the emotion
intensity, we can plot the change in percentage of
each emotion label probability in figure 3 and see
some interesting results, even for replies with the
same emotion label.

Figure 3: ChatGPT-A vs. ChatGPT-B emotion intensity.

As we can see in figure 3, positive emotions
(with the green color) tend to be more pronounced
in the emotion-infused ChatGPT, while nega-
tive (red-colored) and ambiguous (orange-colored)
emotions were less intense overall. This indicates
that when giving the user emotion as an input to
ChatGPT, the chatbot tends to use more empathetic
language. The ”anger” emotion seems to be the
exception here. This means that the replies that
express this negative emotion are more pronounced
with the emotion-infused ChatGPT. This can be
explained by the fact that the chatbot tries to be em-
pathetic by expressing anger about the same thing
that the user was angry about

We also analyzed the replies of which the emo-
tion label changed according to the emotion classi-
fication model, representing 55% of the conversa-
tions we tested. We plot the frequency change in
percentage in the horizontal bar chart of figure 4.

Overall, the emotion-infused ChatGPT-B tends
to use positive emotions more frequently whereas

Figure 4: ChatGPT-A vs. ChatGPT-B emotion fre-
quency.

negative and ambiguous emotions were used more
rarely compared to regular ChatGPT. There are few
exceptions out of the 28 emotion labels, though:
remorse and sadness are used more, which shows
more empathy towards the user, and relief and ex-
citement are less often used, showing more under-
standing of the user request and less asking for
elaboration. More importantly, the negative emo-
tions like disgust, disappointment, anger etc., saw
the biggest drop in use by ChatGPT-B. We can also
notice that the neutral emotion is used less often,
indicating more emotional replies. To analyze the
results further, we created a confusion matrix to
see the frequency change in each emotion label
per user emotion to see which emotion labels were
becoming what. This matrix is in the figure 5.

Figure 5: ChatGPT-B: Reponse emotion per user emo-
tion.

Examining the heatmap, we can see that
ChatGPT-B uses ”caring” and ”joy” emotions more
often compared to the regular ChatGPT. The most
noticeable change however is the use of the ”curios-
ity” emotion. In fact, it is used much more often
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when it detects that the user is neutral. This indi-
cates that the chatbot expresses interest in what the
user is saying and that it is making inquiries in an
attempt to learn more about the issue of the human.

5.3 ChatGPT-C vs ChatGPT-A

The emotion adapting version of ChatGPT,
ChatGPT-C, which used the prompt ”try to un-
derstand how I’m feeling” at the end of the user’s
utternace shows different results. In figure 6, we
can see that the chatbot tends to use negative emo-
tions more often and positive emotions less often.
This is likely due to the fact that this particular
prompt is associated with negative emotions. In
fact, a person wouldn’t say ”try to understant how
I feel” when expressing joy or excitement, but ra-
then when he feels sad or annoyed; and ChatGPT
tries then to match the emotion of the user in this
case. To confirm that, we can examine the emotion
frequency change per user emotion illustrated in
the heatmap of the figure 7. The most noticeable
changes are in the following situations:

• When the user is neutral, the chatbot expresses
admiration much less often and instead tries
to mimic either the ”caring” emotion or the
”anger” and ”sadness” emotions.

• When the user appears to be sad, the chatbot
expresses ”approval”, ”joy” noticeably less of-
ten and expresses more ”caring” and ”sadness”
instead.

• If the chatbot finds that the user is fearing
something, it expresses the ”fear” emotion
instead of ”approval” or ”curiosity”.

Figure 6: ChatGPT-C vs ChatGPT-A emotion fre-
quency.

Figure 7: ChatGPT-C: Reponse emotion per user emo-
tion.

5.4 Comparaisons to the SOTA Models

We also compared our three ChatGPT versions with
other emotion-aware chatbot models as proposed
in the literature (SOTA). The original transformer
model (Vaswani et al., 2017) proposed in 2017 uses
a self-attention mechanism to generate responses
to user input. Emoprepend (Rashkin et al., 2018)
is an improved version of the transformer with an
emotion classifier trained to minimize the joint gen-
eration and classification loss. EmoEL (Lin et al.,
2019) is a transformer-based model that combines
responses from different decoders corresponding to
different emotions. EmpDG (Li et al., 2019) is an-
other chatbot model that uses both coarse-grained
dialogue-level and fine-grained token-level emo-
tions to generate empathetic responses.

Response emotion choice PerplexityAcc. Prec. Recall F1
Transformer 15.04 17.74 7.2 5.46 89.89
Emoprepend 15.04 18.15 7.72 5.58 94.77
MoEl 15.59 16.96 7.52 5.69 112.3
EmpDG 15.19 14.92 7.87 6.02 111.9
ChatGPT-A 28.64 13.19 14.14 12.4 30.63
ChatGPT-B 39.55 14.1 13.35 12.34 28.38
ChatGPT-C 22.71 10.03 12.23 9.4 26.35

Table 2: Benchmarking with other empathetic chatbots.

We compared our proposed ChatGPT versions
with these models, in terms of the output emotion
compared to the emotion label of the Empathetic
Dialogues considered as ground truth response
emotion. We also compared the fluency of the
responses generated by each chatbot model to see
which ones produce the most coherent replies.

The results in table 2 show that our proposed
ChatGPT-B, the emotion-infused ChatGPT, outper-
formed both EmoEL and EmpDG in terms of emo-
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Source Utterance
Context Yeah about 10 years ago i had a horrifying experience . it was 100 % their fault but they hit the water

barrels and survived . they had no injuries but they almost ran me off the road .
Reference Did you suffer any injuries ?
Transformer Oh no , i am so sorry to hear that .
emoprepend Oh no , did they catch them ?
moel Oh no ! i hate spiders !
emp DG Oh no ! i am so sorry . i am so sorry . i am so sorry . i am so sorry to hear that .
ChatGPT-A Wow, that sounds really scary! Have you been able to cope with the experience since then?
ChatGPT-B I’m sorry to hear about your scary experience. It’s alarming to think about what could have happened, but

I’m glad you’re okay.
ChatGPT-C That sounds really scary and traumatic, and it’s understandable that you would still remember it vividly.

Table 3: Reply examples from the different chatbot models.

tion response accuracy. Specifically, ChatGPT-B,
with zero-shot, gave the highest emotion accuracy
of up to 39.5%, while the regular ChatGPT gave
the highest recall, and F1-score of 14.14% and
12.4%, respectively. These scores might appear to
be on the low side, but we need to keep in mind
that neither of the different ChatGPT versions were
ever trained on the Empathetic Dialogues dataset,
unlike the other models, and nevertheless produce
impressive zero-shot results. Furthermore, we used
a large number of emotion labels (28 fine-grained
labels) which makes it harder to match the refer-
ence emotion exactly. In fact, a conversational
agent can appear empathetic and emotional with
several classes of emotions. For example, when
looking at the answers from chatbots, we find that
sometimes in the reference the answer to some-
thing like ”I had an accident” is a question like
”are you okay now?” which expresses the emotion
’curiosity’ while the chatbot says ”I hope you are
okay now” which represents the emotion ”caring”.
Moreover, in the reference, 25% of the answers
are questions (expressing the ”curiosity” emotion)
while our chatbot responds are dominated by emo-
tion “caring.” Despite this, the ChatGPT versions
perform the best overall with no prior training on
the Empathetic Dialogues, in contrast to the other
models.

On the perplexity front, it’s clear that GPT-3.5-
based ChatGPT models outperform the other chat-
bot models. In fact, since a lower perplexity gen-
erally means a more coherent expression (Bahl
et al., 1983), we can see that ChatGPT-based mod-
els are vastly superior on this level. Specifically, the
emotion-adapting ChatGPT-C has the lowest per-
plexity score of 26.35 while the emotion-infused
ChatGPT-B has a slightly higher perplexity score
of 28.38. The emotion-aware versions of ChatGPT
are slightly more coherent when compared to the

regular ChatGPT-A that got a perplexity of 30.63,
likely thanks to the responses being more emotion-
ally informed. While this is the worst score out of
the three ChatGPT models, it is still well ahead of
all the other models that have a perplexity score
of more than 89.89. To see why this is the case,
we can examine some examples in table 3. We
can clearly see that ChatGPT models’ responses
are more natural and coherent compared to other
models. For example, while emp DG’s reply does
express remorse, it does so in a repetitive and un-
natural sentence structure: ”oh no ! i am so sorry .
i am so sorry . i am so sorry . i am so sorry to hear
that .” which explains the bad perplexity score for
this model.

6 Conclusions and Future Work

In this study, we looked at how ChatGPT may elicit
emotional reactions. Our findings imply that using
prompt engineering and external emotion classi-
fiers to augment conversational bots’ emotional
intelligence can be successful.

Our research adds to the expanding pool of
knowledge regarding conversational agents and
their emotional intelligence. The findings suggest
that external knowledge sources, such as emotion
classifiers, can provide a more nuanced understand-
ing of the user’s emotional state, and can lead to
more effective and natural responses. Addition-
ally, our study highlights the potential of prompt
engineering to steer existing language models to
produce outcomes tailored to our preferences with-
out re-training or even fine-tuning. Future research
might examine how well ChatGPT performs with
other prompt designs. Other datasets can also be
examined to see how that impacts the generated
replies. We can also conduct a cross-lingual study
to explore the benefits and limits of prompt engi-
neering in generative AI.
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