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Abstract

Stance prediction – the computational task of
inferring attitudes towards a given target topic
of interest – relies heavily on text data provided
by social media or similar sources, but it may
also benefit from non-text information such as
demographics (e.g., users’ gender, age, etc.),
network structure (e.g., friends, followers, etc.),
interactions (e.g., mentions, replies, etc.) and
other non-text properties (e.g., time informa-
tion, etc.). However, so-called hybrid (or in
some cases multimodal) approaches to stance
prediction have only been developed for a small
set of target languages, and often making use
of count-based text models (e.g., bag-of-words)
and time-honoured classification methods (e.g.,
support vector machines). As a means to fur-
ther research in the field, in this work we intro-
duce a number of text- and non-text models for
stance prediction in the Portuguese language,
which make use of more recent methods based
on BERT and an ensemble architecture, and ask
whether a BERT stance classifier may be en-
hanced with different kinds of network-related
information.

1 Introduction

Standard stance prediction concerns the inference
of for/against attitudes towards a target topic of
interest from text data. The task may be seen as
analogous to sentiment (e.g., positive or negative)
analysis, but stance and sentiment do not neces-
sarily correlate (Aldayel and Magdy, 2021). For
instance, consider the following statement:

‘People who refuse the vaccine should be
banned from entering the premises’

In this example, given the intended target ‘vacci-
nation’, the statement suggests a favourable stance.
Still, the overall sentiment (particularly in the use
of the word ‘banned’) may be regarded as being
more on the negative side.

Computational models of stance prediction,
which often take social media text as an input,
have been applied to a wide range of topics, in-
cluding moral or social issues (Pavan et al., 2023;
Geiss et al., 2022), politics (Darwish et al., 2017;
Lehmann and Derczynski, 2019; Cignarella et al.,
2020), and others. The task has become particu-
larly popular in the field since the SemEval-2016
shared task (Mohammad et al., 2016) and accompa-
nying corpus, focusing on stance prediction from
Twitter text in the English language.

In addition to using text data (Zhang et al., 2020;
Allaway et al., 2021; Pavan et al., 2020), recent
work in stance prediction has addressed the use of
non-text data as well (Aldayel and Magdy, 2021).
Studies of this kind are largely motivated by the
notion of homophily (McPherson et al., 2001), that
is, the concept of ‘similarity breeds connection’,
and take into account a range of well-known non-
linguistic stance predictors. These include, for in-
stance, the use of demographics information (e.g.,
users’ gender, age, etc.) (Lehmann and Derczyn-
ski, 2019; Geiss et al., 2022), network structure
(e.g., social media friends, followers, etc.) (Lai
et al., 2020b), interactions (e.g., mentions, replies,
retweets, etc.) (Magdy et al., 2016; Darwish et al.,
2017), and other network properties (e.g., number
of replies, time information, etc.) (Espinosa et al.,
2020), which are often combined with standard
text models. Hybrid models of this kind, although
not necessarily using images, audio or other media,
will be hereby called multimodal.

Existing work in stance prediction based on hy-
brid data are often derived from two main NLP
initiatives: (1) the Iberaval-2017 shared task (Taulé
et al., 2017), devoted to the Catalan and Spanish
languages, and (2) the EVALITA-2020 shared task
(Cignarella et al., 2020) for the Italian language,
in both cases providing social media corpora and
accompanying non-text data. The Iberaval-2017
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corpus is however limited to text and gender infor-
mation, whereas EVALITA-2020 is a truly hybrid
corpus that provides both text and network-related
information. Similar hybrid resources (most no-
tably for English and a few other European lan-
guages) do exist (Lehmann and Derczynski, 2019;
Lai et al., 2020b). However, we are not aware of
any study in stance prediction based on hybrid data
that has been devoted to our target language – Por-
tuguese.

In addition to the language gap, we notice that
existing work in stance prediction based on hybrid
data often relies on text representations based on
feature counts (e.g., bag-of-words), in many cases
combined with support vector machine (SVM) or
other similarly time-honoured classification meth-
ods. As discussed in (Espinosa et al., 2020), some
of these choices may be explained by the chal-
lenges involved in combining large text represen-
tations with (usually) much smaller non-text mod-
els (e.g., representing interactions, demographics,
etc.).

Based on these observations, in this work we
investigate whether stance prediction using a more
contemporary text representation – namely, built
from BERT (Devlin et al., 2019) – may be en-
hanced with different kinds of network-related in-
formation. Using a large multimodal stance corpus
in the Portuguese language as an input, we envis-
aged a number of experiments to assess stance pre-
diction models in an ensemble architecture of text-
and network-related classifiers. The contributions
made in this work are as follows:

• Hybrid (text and non-text) stance prediction
approach using BERT and ensemble of classi-
fiers.

• Stance prediction models for the Portuguese
language.

• Best-performing strategy combining text,
structural, and interaction information.

The remainder of this article is structured as fol-
lows. Section 2 reviews existing work in stance pre-
diction and related resources. Section 3 describes
our current experiment setting by presenting the
models under consideration and the corpus to be
taken as train and test data. Section 4 presents
the results of our experiments. Finally, Section 5
presents our final remarks and future opportunities
of investigation.

2 Related work

Table 1 summarises a number of recent stud-
ies that are devoted to stance prediction us-
ing text and non-text data, or which intro-
duce a dataset for the task. These are organ-
ised according to text source (p=political dis-
course, r=Reddit, t=Twitter), language (Ar=Arabic,
Ca=Catalan, Da=Danish, En=English, Fr=French,
It=Italian, Sp=Spanish), the number of learn-
ing instances, the choice of text features
(w=word, p=part-of-speech tags, c=characters,
we=word embeddings, bp=BERT class probabili-
ties), the kind of non-text feature under considera-
tion (dem=demographics, m=mentions, r=replies,
rt=retweets, dom=domain- or task-specific informa-
tion, fr=friends, fo=followers, h=time of posting,
dist=distance to other users, int=interactions), and
main computational method (SVM=support vec-
tor machine, LR=logistic regression, etc.). Further
details are discussed below.

Generally speaking, existing work in the field is
largely based on Twitter, a preference that may be
motivated by the ease of access to text and non-text
data through the Twitter API.

All of the selected studies are devoted to English
or other European languages. Among these, there
are several studies focuses on Catalan and Spanish,
including the work in (Lai et al., 2017), which has
been developed in the light of the Iberaval-2017
shared task (Taulé et al., 2017), and which obtained
the overall best results among the participant sys-
tems. Similarly, several recent studies have fo-
cused on the Italian language, including (Espinosa
et al., 2020), which was the overall best-performing
system at the EVALITA-2020 task B (contextual
stance detection) shared task (Cignarella et al.,
2020).

Although presently not shown, we notice also
that language and topic choices usually come hand-
in-hand, that is, existing stance datasets tend to
favour target topics that are of interest to a rather
local audience. This trend has been observed since
the SemEval-2016 English corpus (Mohammad
et al., 2016), which includes US-specific topics
such as Trump and Hillary Clinton among more
general topics such as climate change, etc. Sim-
ilarly, the Catalan/Spanish study in (Taulé et al.,
2017) focuses on stances towards the Catalan inde-
pendence movement; the Arabic study in (Darwish
et al., 2017) addresses the issue of stance towards
Saudi/Egyptian islands ownership; the Danish cor-
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Study Source Language Inst. Text Non-text Method
(Magdy et al., 2016) t En 336.3K w dem,m,r,rt SVM
(Taulé et al., 2017) t Ca,Sp 10.8K dem,m corpus release
(Lai et al., 2017) t Ca,Sp 10.8K w,p,c m SVM,LR
(Darwish et al., 2017) t Ar 33K w rt,m similarity
(Lehmann and Derczynski, 2019) p Da 898 we dem,dom LSTM,MLP
(Lai et al., 2020a) t En,Fr,It,Sp,Ca 14.4K w,p,c m,dom LSTM,CNN
(Cignarella et al., 2020) t It 3.2K fr,fo,rt,m,h corpus release
(Espinosa et al., 2020) t It 3.2K bp fr,fo,h,dist voting
(Lai et al., 2020b) t En 1.8K w,c fr,fo,h,dom SVM
(Geiss et al., 2022) r En 2,717K w,we int,dem SVM

Table 1: Stance prediction methods using non-text features.

pus in (Lehmann and Derczynski, 2019) focuses
on Danish immigration policies; the Italian shared
task in (Cignarella et al., 2020) focuses on stance
towards the Sardine’s movement, and so forth. This
relation between language and topic is likely to be
necessary as a means to model meaningful tasks,
and to obtain the necessary amount of data. How-
ever, this may also suggest that in studies focused
on a particular language – as in the present work,
focused on Portuguese – the benefits afforded by
using corpora developed for other languages may
be limited.

Dataset sizes are often within a few thou-
sand instances, which is close to the text-only
SemEval-2016 stance corpus in (Mohammad et al.,
2016) with 4.2K labelled instances. We notice,
however, that the two largest stance corpora in the
present review – used in (Magdy et al., 2016) and
(Geiss et al., 2022) – are not manually annotated
at the text level, resorting to label propagation or
similar methods instead.

Text data is usually modelled in a bag-of-words
or similar approach (e.g., using words, part-of-
speech tags, or character n-grams), which may be
explained by the need to combine well-balanced
sets of text and non-text features as discussed in
(Espinosa et al., 2020). Moreover, since some of
these studies are more focused on the dataset (and
not necessarily on any particular classifier method),
the use of simpler text representations tends to be
preferred. As a result, the use of word embed-
dings is less common, and the use of more recent
transformed-based language models such as BERT
(Devlin et al., 2019) appears only in one study, the
aforementioned work in (Espinosa et al., 2020).
Even in this case, however, the language model is
used only as a means to obtain class probabilities to

be taken as learning features, rather than modelling
a full text representation directly.

Regarding the use of non-text features, Twitter-
related network features are common and, to a
lesser extent, this is true also of demographics
(mostly gender), and domain-dependent informa-
tion (e.g., information related to political affili-
ation, opposition, etc.). In the case of Reddit-
based studies, we notice that non-text information
is largely limited to interactions between users,
whereas Twitter-based studies may also make use
of friends and followers information, among others.

Computational methods for stance prediction
based on hybrid data are often simple, well-known
classifiers such as SVM or logistic regression. This
may be explained by the relatively low dimension
of these models if compared to what would nor-
mally be required for, e.g., text modelling. More-
over, in the case of shared tasks participant sys-
tems, it may be the case that execution times are
also a concern, which might have favoured the
use of these methods over more computationally-
expensive (e.g., neural) alternatives.

3 Stance prediction based on hybrid data

The main objective of the present work is to in-
vestigate which combinations of network-related
information, if any, may be added to an otherwise
standard text-based model to improve stance clas-
sification results in the Portuguese language. As
in the work described in (Espinosa et al., 2020),
which is devoted to the Italian language, we will
also focus on Twitter data, and on the use of friends,
followers and mentions (e.g., users with whom they
interact on Twitter) information. However, instead
of resorting to BERT class probabilities as learning
features, we shall make use of a full text representa-
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tion built from BERT, and will investigate a range
of simple ensemble approaches to combine (large)
text and (comparatively small) non-text feature sets
as a single model.

3.1 Models

We envisaged an ensemble approach to stance pre-
diction that combines text features (or ‘t’ for short)
with one or more sources of network-related in-
formation, namely, friends (‘fr’), followers (‘fo’),
mentions (‘me’), or any combination of these, mak-
ing seven binary (for/against) classifier alternatives
as follows:

• t+fr: text+friends
• t+fo: text+followers
• t+me: text+mentions
• t+fr+fo: text+friends+followers
• t+fr+me: text+friends+mentions
• t+fo+me: text+followers+mentions
• t+fr+fo+me: text+friends+followers+mentions

In all our classifier alternatives, the basic text
component is a standard BERT classifier described
in (da Costa et al., 2023). This consists of token
and Bi-LSTM layers followed by multi-head self-
attention and a dense layer using sigmoid as an acti-
vation function and dropout. The token embedding
layer is built from a BERT model pre-trained on
Brazilian Portuguese Twitter data called BERTaba-
poru (da Costa et al., 2023)1.

Friends and followers features correspond to the
lists of all friends and followers of every individual
as provided by the Twitter API. Mentions features
correspond to the list of all usernames mentioned
in the corpus timelines (and which may or may not
coincide with a friend, a follower, or both), which
are marked by the ‘@’ character in Twitter text data.
Features are modelled in a so-called bag-of-users
approach using tf-idf counts (i.e., building bag-of-
friends, bag-of-followers, and a bag-of-mentions
vectors, respectively). Feature vectors are taken
as an input to a logistic regression classifier with
parameters C, tol and penalty optimised through
grid search for each task.

Regarding the ensemble approach, predictions
made by the individual model components are com-
bined as a single output by majority voting. In the
case of a tie, a random (for/against) prediction is
made. As an example, Figure 1 illustrates the ar-
chitecture of the full model t+fr+fo+me.

1https://huggingface.co/pablocosta/
bertabaporu-large-uncased

Figure 1: Example model architecture.

The use of BERT prediction in the (t)ext compo-
nent of the ensemble is comparable to the use of
BERT class probabilities in (Espinosa et al., 2020).
In the present work, however, we use the actual la-
bel (for/against) predictions rather than class prob-
abilities.

3.2 Data

The present work uses the Twitter corpus
UstanceBR r2, whose preliminary version (r1) ap-
peared in (Pavan and Paraboni, 2022). The corpus
conveys stances towards six topics (two Brazilian
presidents, two Covid-related treatments, and two
local institutions) often regarded as having either a
liberal or a conservative political leaning.

The corpus contains about 46.8K manually la-
belled tweets in the Portuguese language, and
network-related information representing their
friends, followers, and mentions. The text por-
tion of the corpus has been previously applied to
text-only stance prediction in (Pavan and Paraboni,
2022), but the use of its non-text portion in a hybrid
setting – as in the present work – is novel.

Table 2 summarises text- and network-related
corpus descriptive statistics across target topics by
presenting their number of instances (tweets), to-
kens, friends (Fr), followers (Foll), and mentions
(Ment).

4 Evaluation

All models were created and evaluated using the
original train-test split provided by the corpus.
Evaluation was carried out by computing average
F1 scores. Statistical significance was assessed by
using a McNemar test (McNemar, 1947) to com-
pare model pairs. Table 3 summarises stance pre-

https://huggingface.co/pablocosta/bertabaporu-large-uncased
https://huggingface.co/pablocosta/bertabaporu-large-uncased
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Target Inst. Tokens Fr. Foll. Ment.
Lula 8,320 422K 463K 677K 98K
Bolsonaro 9,414 259K 346K 536K 60K
Hydrox. 7,995 278K 577K 732K 406K
Sinovac 7,973 253K 821K 1164K 488K
Church 7,137 322K 962K 1547K 183K
Globo TV 6,013 215K 743K 1168K 122K

Table 2: Data descriptive statistics.

Model Lula Bols Hydr Sino Church Globo
t+fr 0.88 0.91 0.86 0.86 0.82 0.81
t+fo 0.85 0.90 0.85 0.82 0.70 0.79
t+me 0.87 0.91 0.89 0.87 0.83 0.82
t+fr+fo 0.91 0.94 0.88 0.84 0.86 0.75
t+fr+me 0.92 0.96 0.94 0.92 0.83 0.79
t+fo+me 0.92 0.95 0.93 0.90 0.85 0.79
t+fr+fo+me 0.91 0.95 0.90 0.87 0.84 0.77

Table 3: Stance prediction F1 results using (t)ext,
(fr)iend, (fo)llower, and (me)ntion features. The highest
F1 score for each task is highlighted.

diction results obtained by the models described in
the previous sections across the six target topics.

Results show that simply using all available
information, as provided by the full model
t+fr+fo+me, is not the best strategy at all. On
the contrary, it is the use of text, friends and men-
tions information alone, as provided by t+fr+me,
that actually delivers best results across most top-
ics, although clearly the advantage over the second
best alternative may in some cases be minimal.

In order to verify the possible overall advan-
tage of t+fr+me, this and the other top-performing
model for each topic were compared by using a
McNemar test. In doing so, the advantage afforded
by t+fr+me over the selected alternative strategy
across topics was found to be statistically signif-
icant as follows: Lula (χ = 9.8 , p <0.01), Bol-
sonaro (χ = 3.0 , p <0.05), Hydroxychloroquine
(χ = 8.0 , p <0.05), Sinovac (χ = 4.0 , p <0.001),
Church (not significant), and Globo TV (χ = 21.0,
p <0.001). This outcome further suggests a gen-
eral preference of t+fr+me over the alternatives.

5 Final remarks

This paper has addressed the issue of stance pre-
diction by reporting a number of experiments that
combine text data with network-related informa-
tion – represented by Twitter friends, followers and

mentions – in a voting ensemble architecture. Re-
sults show that the use of friends and mentions, but
not followers, obtained overall best results for the
present setting.

The present work leaves a number of opportuni-
ties for further improvement. First, we notice that
the present ensemble architecture is limited to the
use of a simple majority voting method, and that
more sophisticated strategies may increase overall
model accuracy. This may be the case, for instance,
of stacking (Wolpert, 1992), and others.

Second, the current bag-of-users approach –
which has been taken as the basis for the present
network-related models – may be replaced for a
dense network representation provided by node em-
beddings. Models of this kind, which may be com-
puted from, e.g., node2vec (Grover and Leskovec,
2016), would make the current friends, followers
and mentions models more informative (or less
sparse), and this may have a positive impact on the
current results.

Regarding the text portion of the model, the cur-
rent task may benefit from multiple, well-known
NLP methods and applications. Among these, we
may consider the use of hate speech detection meth-
ods (Basile et al., 2019; Mishra et al., 2019; da Silva
et al., 2020), authorship attribution (Custódio and
Paraboni, 2021; Barlas and Stamatatos, 2021),
or author profiling (López-Santillán et al., 2020;
Rangel et al., 2020). The latter, comprising the
computational task of determining individuals’ de-
mographics from text, may help determine their
stance towards a particular topic by taking into
account, for instance, information regarding their
political orientation (Flores et al., 2022), personal-
ity traits (Verhoeven et al., 2016; dos Santos et al.,
2019), moral values (dos Santos and Paraboni,
2019; Pavan et al., 2023), and others.

Finally, it is worth noting that, for simplicity, our
task definition has been presently limited to binary
(for/against) stance classification. In more realistic
settings, however, it would be arguably useful to
consider the intermediate (or neutral) class as well.
This possible extension is also left as a suggestion
of future work.
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