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Abstract

In this paper we propose a study of a rela-
tively novel problem in authorship attribution
research: that of classifying the stylome of
characters in a literary work. We choose as
a case study the plays of William Shakespeare,
presumably the most renowned and respected
dramatist in the history of literature. Previous
research in the field of authorship attribution
has shown that the writing style of an author
can be characterized and distinguished from
that of other authors automatically. The ques-
tion we propose to answer is a related but differ-
ent one: can the styles of different characters be
distinguished? We aim to verify in this way if
an author managed to create believable charac-
ters with individual styles, and focus on Shake-
speare’s iconic characters. We present our ex-
periments using various features and models,
including an SVM and a neural network, show
that characters in Shakespeare’s plays can be
classified with up to 50% accuracy.

1 Introduction

The problem of authorship identification is based
on the assumption that there exist stylistic features
that can help distinguish the real author of a text
from any other theoretical author, and that these
can be computationally measured and exploited
in order to automatically identify the true author
of a text. Automated authorship attribution has a
long and rich history (starting from the early 20th
century (Mendenhall, 1901)) and has since then
been extensively studied and elaborated upon.

One of the most influential studies in authorship
attribution is the study of (Mosteller and Wallace,
1963) on the Federalist Papers, in which the authors
try to determine the real author of a few of these
papers which have disputed paternity. In this work,
they both introduce a standard dataset and propose
an effective method for distinguishing between the

author’s styles, based on function words frequen-
cies, that is still relevant and used to this day. Many
types of features have been proposed and success-
fully used in subsequent studies to determine the
author of a text. These types of features generally
contrast with the content words commonly used
in text categorization by topic, and are said to be
used unconsciously and harder to control by the
author. Such features are, for example, function
words (Mosteller and Wallace, 1963; Dinu et al.,
2012), grammatical structures (Baayen et al., 1996),
part-of-speech n-grams (Koppel and Schler, 2003),
lexical richness (Tweedie and Baayen, 1998), or
even the more general feature of character n-grams
(Kešelj et al., 2003; Dinu et al., 2008). Recent stud-
ies focusing on stylistic variation within the writ-
ings of a single author combine traditional function
word features with stylistic markers such as lexical
richness and readability, as well as topic modelling,
to compare the importance of the the stylome and
the topics discussed in in the evolution of an au-
thor’s writing (Dinu et al., 2017; Dinu and Uban,
2018).

A related problem that has been approached
much less in computational linguistics and even in
digital humanities scientific literature is that of dis-
tinguishing between the writing styles of fictional
people, namely literary characters. This problem
may be interesting to study from the point of view
of analyzing whether an author managed to create
characters that are believable as separate people
with individual styles, especially since style is a
feature of speech that is hard to consciously con-
trol. Shakespeare, as arguably the most renowned
dramatist in the history of literature, is the ideal
case study for understanding whether it is possible
to create characters that are as individualized as
humans are.

One of the first authors to study literary char-
acters stylistically is John Burrows, who (Bur-
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rows, 1987) shows that Jane Austen’s characters
show strong individual styles, then later Burrows
and Craig (2012) look at a corpus of seventeenth-
century plays and tries to cluster them by charac-
ter and by playwright. Another recent study (van
Dalen-Oskam, 2014) analyzes the works of two
epistolary novels authors, who are known to have
written their books together, and tries to distinguish
automatically between passages written by each
author, and between styles of each character in the
novel. Dinu and Uban (2017) propose an exper-
iment on classifying the characters in the episto-
lary novel Les Liaisons Dangereuses, showing that
the characters can be automatically distinguished
stylistically even using simple models and features.
Muzny et al. (2017) propose a metric for charac-
terizing spoken dialogue in the novel, which they
call ”dialogism”, and Vishnubhotla et al. (2019)
publish a study reporting automatic measures of
dialogism in plays from the nineteenth and twen-
tieth centuries by automatically classifying their
characters.

In this paper we take a look at one of the most in-
teresting authors in literary history: William Shake-
speare. Shakespeare is seen by scholars and readers
alike as one of the greatest dramatists in the his-
tory of literature. His characters are iconic, with
strong well defined personalities. The question
we propose to answer in this study is whether a
computational analysis would lead to the same con-
clusion – did Shakespeare manage to write distinct
characters with unique speaking styles, and can
we measure that? Moreover, are the features that
distinguish characters the same as the features that
distinguish between different authors?

Shakespeare’s characters have also been the sub-
ject of a few previous studies, such as Nalisnick
and Baird (2013), where the authors try to map the
relationships between characters. Culpeper (2009)
study keyness, and use Shakespeare’s Romeo and
Juliet as a case study. In Vogel and Lynch (2008),
the authors investigate the interesting problem of
strength of characterization of a character, using
plays of four authors, including Shakespeare. They
use text similarity methods to measure how simi-
lar a character’s utterances are to the lines of the
other characters in the same play and in other plays,
proposing that stronger characters are most self-
similar compared to other characters and plays. We
are also interested in how individualized and realis-
tic the characters are in their construction, but we

Character Nr lines
King Lear 190
Timon 220
Cleopatra 180
Duke Vicentio 210
King Henry V 200
Hamlet 370
Iago 280
Mark Anthony 220
Othello 240
Brutus 190

Table 1: Number of lines per character for top 10 char-
acters

assume that the strength of a character relies in how
belivable it is as a unique person, and that this can
be measured by the ability to distinguish characters
the same as we do humans, from the perspective of
their writing style.

2 Data and Methodology

We constructed our set of labeled texts by first split-
ting each of Shakespeare’s plays into individual
lines, labeled with the characters that speak them,
and excluding characters with less than 500 lines,
and were left with a total of 50 characters. Since it
can be difficult to extract meaningful information
from the short individual lines, we further concate-
nated them in groups of 10 lines (spoken by the
same character) and used the resulted texts as our
data points.

We artificially balanced the number of datapoints
pertaining to each class during training, using over-
sampling. Table 1 includes the number of lines per
character before rebalancing.

3 Classification Experiments

We formulated the problem as a supervised learning
problem, and trained several models using various
features to try and understand how well a machine
learning model can predict a character based on its
utterances within a play, and what are the features
that help shape characters the most.

We start by tokenizing the texts in our dataset
and encoding them using a bag-of-words repre-
sentation, which we further use to extract features
for our classifiers. We perform different kinds of
feature selection in order to then compare their
performance and conclude on which are the most
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Character Precision
King Lear 10%
Timon 68%
Cleopatra 22%
Duke Vicentio 66%
King Henry V 20%
Hamlet 40%
Iago 50%
Mark Anthony 59%
Othello 62%
Brutus 31%

Table 2: Precision for top 10 characters

helpful features for predicting characters. The vari-
ous features extracted from text are:
All words. We first experiment with using all the
words in the text as features, encoded as bag-of-
words. We obtain a vocabulary of 13,559 words.
Function words. Function words have been tra-
ditionally successfully used as features for author-
ship attribution, and are considered to be the as-
pects of the text that can encode a writer’s style.
In some of our experiments, we try to limit our
features to only function words, in order to under-
stand whether these are as useful in distinguishing
between characters as they are for distinguishing
between different authors.
Content words. In a separate experiment, we try to
limit our features to only content words, ignoring
function words. In this way, we hope to under-
stand how important the content or topic of the text
matters for distinguishing a character. We repre-
sent a list of content words using a bag-of-words
model, but each word is represented by its tf-idf
score instead of its frequency.
K-best. We attempt to use statistical methods to
extract features that contribute most to separating
between our classes. We use chi2 feature selection
to limit our vocabulary to the k-best features, then
use only these words as features in classification.
Character n-grams. We finally experiment with
character n-grams instead of words. These are a
more versatile kind of feature, able to capture sub-
word and multi-word content as well as individual
words. We consider all character n-grams from
2-grams to 10-grams and encode them with a bag-
of-words representation.

We experimented with different classifiers:
SVM. SVMs have shown to be successful in au-
thorship attribution, since the features are usually

Feature Set Accuracy
SVM with all words 30%
SVM with K-best (100) 13%
SVM with content words 30%
SVM with function words 6%
SVM with character n-grams (2-10) 18%
MLP with all words 50%

Table 3: Overall accuracy for each feature set

predictive enough in this task without the need for
an overly-complex model.
Multi-layer perceptron (MLP). We use a simple
feed-forward neural network (multi-layer percep-
tron) that takes as input our features encoded as
bag-of-words, passes it through one hidden layer
of 1000 units, and finally predicts the most prob-
able class using Softmax on the final layer. The
vocabulary size is approximately 13K words, equal
to the number of input units.

Classification accuracy was measured for each
character separately, in a series of experiments
where the model was trained on 80% of the texts,
and tested on the remaining 20%. The overall accu-
racy was obtained by averaging the per-character
accuracy scores.

4 Results and Analysis

The overall accuracy for each of the experiments is
shown in Table 3. The results show that we were
able to distinguish between characters with an ac-
curacy superior to a random guess (which would
yield an average accuracy of 2%, given there are a
total of 50 classes, assuming balanced a class distri-
bution). Precision of classification per character for
the top 10 characters is shown in Table 2. The most
successful feature were the content words, by far
outperforming function words, which are usually
successful in authorship problems. This shows that
even though characters are indeed distinguishable,
it may not be their style that differentiates them, at
least not in the same way as it does for authors.

We take a closer look at the landscape of Shake-
speare’s characters as represented by our model, by
reducing our bag-of-words representation to two di-
mensions using principal component analysis. Fig-
ure 1 illustrates this, showing that, even in this
lower dimensional space, lines of the same char-
acter cluster together for some of the characters.
Furthermore, it is interesting to see which charac-
ters are more similar by looking at their relative
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Figure 1: 2D view of character’s lines (most frequent 7
characters)

Feature Set Accuracy
SVM with all words 30%
SVM with K-best (100) 20%
SVM with content words 39%
SVM with stopwords 8%
SVM with character n-grams (2-10) 24%
Neural network with all words 20%

Table 4: Overall accuracy for each feature set for classi-
fying plays

positions in this space.
Our results suggest lines spoken by different

characters can be distinguished, especially through
the content words used in them. A question raised
by this is whether we are truly capturing features
specific to the characters, or predicting something
else, such as the play they belong to. To tackle this
problem, we perform a second experiment where
we try to predict the play a book belongs to, using
the same models, features and experimental set-
tings as in our character classification experiment.

The results for classifying texts by play are
shown in Table 4. There are 32 plays in our dataset
(32 classes), so the expected accuracy for a ran-
dom classifier in the case of plays is around 3%.
We can then conclude that results are comparable
between the first and second classification experi-
ments. Useful features tend to be the same as for
the previous experiments as well. Content words
perform best, and removing function words even
adds an improvement to the results in the case of
plays.

We also replicate the visualization experiment,
plotting in 2 dimensions lines belonging to top
10 (most prolific) characters in the top 5 plays

(longest), shown in Figure 2. Here too the dis-
tinction between lines in different plays is visible
even in 2D, though less apparent than in the case of
characters, which suggest characters may be more
separable than plays.

The results of the classification experiments do
suggest that identifying the play it belongs to is a
factor in determining which character utters a line.
Nevertheless, the classifier can still distinguish be-
tween characters of the same play, so other factors
may contribute as well. We further try to under-
stand how easy it is to classify between the char-
acters to belonging the same play. Only 4 of the
32 plays have more than 2 characters in our class
set: The Tragedy of Othello, the Moor of Venice,
The First Part of Henry the Fourth The Tragedy of
Antony and Cleopatra and The History of Troilus
and Cressida. For each of the mentioned plays,
we perform an experiment to classify between its
characters, using the setting that performed best
at both character and play classification: an SVM
with content words as features. We average the
accuracy per character for each play, then average
the obtained accuracy per play, and get an average
accuracy of 58.5% (almost double compared to the
30% accuracy that would be obtained by a random
choice classifier). Table 6 shows the results per
play, which seem to confirm that characters can be
distinguished within plays as well.

Results also show that overall, content seems
to be more predictive of the character, and that
function words don’t seem to capture a character’s
style in the same way they do an author’s, in the
case of Shakespeare. Nevertheless, the accuracy
above chance obtained with function word features
show they are not entirely unhelpful, confirming
previous results in literary character classification
(Dinu and Uban, 2017).

Finally, we perform a last experiment where we
select only the 4 plays with more than 3 prolific
characters and group them together into a set of 12
total characters that we try to classify. Looking at
the errors the algorithm makes, whether or not it
tends to mistake characters with other characters
of the same play, should help us understand to
what degree it learns to classify characters versus
plays. Table 5 shows for each of the 12 characters,
how many datapoints were classified correctly, how
many were misclassified to a character in the same
play, and how many were predicted to belong to a
character in a different play.
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Character Same character Diff character, same play Diff character, diff play
Iago 20 6 2
Othello 18 2 4
Desdemona 3 5 4
Marc Antony 12 3 7
Cleopatra 5 6 7
Octavius Caesar 1 1 9
Falstaff 8 2 6
Prince Henry 3 5 7
Hotspur 5 4 5
Troilus 6 0 8
Ulysses 5 1 7
Pandarus 1 0 10

Table 5: Correct and mistaken classifications

Play Accuracy
Othello 64%
Henry IV 62%
Antony and Cleopatra 51%
Trolius and Cressida 57%

Table 6: Average accuracies for character classification
within plays

Figure 2: 2D view of character’s lines grouped by play
(most frequent 5 plays)

5 Conclusions and Future Directions

Our experiments have shown that it is possible to
automatically distinguish between the characters
of Shakespeare’s plays using a machine learning
model. The texts were most successfully classified
using content words, not function words, that are
known to capture the stylistic dimension of a text.
This suggests the question Shakespeare’s charac-
ters mostly differ in the topics they approach, and
less in style, as defined in authorship attribution.
We have also compared character classification to
play classification, and have shown that, while the
play a character belongs to is a useful indicator to

its identity in classification, it is not the only factor
which helps tell characters apart. It might be inter-
esting to further explore other features such as senti-
ment or emotion features, or to use a more powerful
classifier (such as a convolutional/recurrent neural
network). Many of the challenges of this analysis
stemmed from the scarceness of data (many charac-
ters were discarded, lines were grouped together),
so a learning algorithm that would be able to better
handle small data might help expand the set of pos-
sible experiments and give more insight into the
issue.

In the future it may also be interesting to look at
how various authors pertaining to different periods
and literary currents compare in terms of their abil-
ity (and desire) to create individual, stylistically
independent characters. Literary theory (Wellek
et al., 1956) tells us that the practice of giving char-
acters strongly individual voices is a rather modern
idea, and that characters evolved with time and
literary current from the classical figures, who rep-
resented a typology, to the realist characters, who
are pictured with strong individualities. This would
be interesting to confirm experimentally, by extend-
ing the study to perform a diachronic analysis of
characters in literary works.

Further, the analogous problem to author profil-
ing could be tackled with regard to literary charac-
ters. Separately of whether characters are easy to
distinguish stylistically from one another, it may
be interesting to see if an author managed to beliv-
ably build a character’s style that is consistent with
features of the character’s personality: such as age
or gender.
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