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Abstract

We investigate approaches to classifying texts
into either conspiracy theory or mainstream
using the Language Of Conspiracy (LOCO)
corpus. Since conspiracy theories are not
monolithic constructs, we need to identify
approaches that robustly work in an out-of-
domain setting (i.e., across conspiracy topics).
We investigate whether optimal in-domain set-
tings can be transferred to out-of-domain set-
tings, and we investigate different methods for
bleaching to steer classifiers away from words
typical for an individual conspiracy theory. We
find that BART works better than an SVM,
that we can successfully classify out-of-domain,
but there are no clear trends in how to choose
the best source training domains. Addition-
ally, bleaching only topic words works better
than bleaching all content words or completely
delexicalizing texts.

1 Introduction

With the rise of social media over the last 10 years,
there has also been a rise in the uses of the internet
to spread different types of information, some of it
of a more questionable nature. We are interested in
the spread of conspiracy theories, which have mor-
phed from a fringe phenomenon to a more widely
visible, mainstream phenomenon. Along with the
increasing spread of misinformation, conspiracy
theories have been shown to polarize opinions to
extremes and to incite violence (Douglas and Sut-
ton, 2018; Enders et al., 2022).

While conspiracy theories are often seen as
monolithic belief systems, the truth is more com-
plex: People who admit to believing a specific
conspiracy theory tend to also believe in other con-
spiracy theories, but they may only believe differ-
ent subsets of factoids associated with a specific
conspiracy theory (Enders et al., 2021). For any
computational approach to detecting conspiracy

theories, this means that we cannot expect to have
access to accurate training data. Instead, we will
face novel mixes of factoids and conspiracy theo-
ries, which deviate from existing training data. For
this reason, we investigate here whether it is possi-
ble to find out-of-domain conspiratorial texts. We
use the Language Of Conspiracy (LOCO) corpus
(Miani et al., 2021) to develop classifiers that label
a text as either conspiratorial or mainstream, and
we investigate under which conditions such clas-
sifiers work robustly out-of-domain. More specif-
ically, we investigate bleaching methods to steer
the classifiers away from words that are typical for
a single conspiracy theory (e.g., ’global warming’
for conspiracy theories revolving around climate
change).

The remainder of this paper is structured as fol-
lows: Section 2 explains our research questions,
section 3 describes related work, and section 4
describes our data and methodology. Section 5
describes our results for the in-domain setting
(section 5.1), for the out-of-domain setting (sec-
tion 5.2), and for the bleaching experiments (sec-
tion 5.3). We conclude in section 6.

2 Research Questions

In this paper, we investigate the following research
questions:

1. Which machine learning architectures are well
suited for classifying texts into conspiracy the-
ory and mainstream? Which feature types
do we need? Does feature selection improve
results for SVMs?

2. Can we classify out-of-domain texts? In other
words, do we need training data from a spe-
cific conspiracy theory, or is it possible to
reuse existing training data to detect novel
conspiracy theories?
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3. Does bleaching specific words improve out-
of-domain results? I.e., can we identify sets of
words that are too specific for a single conspir-
acy theory but do not work well for classifying
texts from another conspiracy theory?

3 Related Work

We restrict our review to work on conspiracy the-
ories and their detection. We acknowledge work
on propaganda detection and persuasive technol-
ogy detection (e.g., Barrón-Cedeño et al., 2019;
Da San Martino et al., 2019; Martino et al., 2019).
There is overlap between these areas of research
and the detection of conspiracy theories, given that
both approaches work on the document level and
examine how information is manipulated. How-
ever, propaganda detection primarily focuses on
politically related events, whereas conspiracy be-
liefs tend to span a wide array of topics.

Although exact markers have proven difficult to
identify for conspiracy theories, Wood et al. (2012)
showed that conspiracy theory proponents often
subscribe to multiple conspiracies, some contra-
dictory, which led them to conclude that conspir-
acy theories are not stand-alone phenomena from
individuals. Instead, conspiracies might come in
clusters caused by general conspiratorial thinking.

Work by Klein and Hendler (2022) found that
certain lexical items can be used to differentiate be-
tween some conspiratorial and non-conspiratorial
texts in Reddit posts and a forum popular among
anti-vaccine proponents. Examples of conspiracy-
indicative lexical items include so-called thought-
terminating cliches, such as ‘agree to disagree’, ‘do
[your/your own/the] research’, and dysphemisms
such as ‘fraudulent’, ‘deceptive’, and ‘deceive’
rather than ‘lie.’

Attempts to identify linguistic characteristics
used in conspiracy theories were explored by Klein
et al. (2019). They used the Linguistic Inquiry and
Word Count (LIWC) to analyze the conspiracy sub-
reddit, in order to identify lexical categories based
on a semantic knowledge base. In a majority of
instances, conspiracy users exhibited a statistically
relevant usage of words used to induce ‘negative
emotion’ and ‘anger’ among others, making con-
spiracy texts more distinguishable.

Similar findings were noted within the Language
Of Conspiracy (LOCO) corpus (Miani et al., 2021).
The corpus was seeded using phrases related to con-
spiracy theories to collect close to 100 000 text doc-
uments taken from 150 websites, dividing texts into

those containing conspiratorial content and main-
stream documents. A lexical analysis of conspiracy
based on LIWC categories and using Empath, a
tool that generates new lexical associations in texts,
showed that conspiracy theories contain more emo-
tionally charged language, particularly language
indicating negative emotions such as anger.

Mompelat et al. (2022) analyzed two conspir-
acy theories, Sandy Hook and Coronavirus, in the
LOCO corpus, to establish a set of unique features
(e.g., linguistic) by which mainstream and conspir-
acy documents could be differentiated. They noted
that a significant portion of conspiracy documents
did not contain unique identifiable features, sug-
gesting automatic classification would be difficult.
They also found that mainstream documents were
frequently irrelevant regarding the topic of the con-
spiracy theory for which they were retrieved.

As new conspiracy theory corpora have been as-
sembled, the capabilities of models to detect novel
conspiracy theories have been explored. Phillips
et al. (2022) created a Twitter data set covering four
conspiracy topics: climate change, COVID-19 ori-
gin, COVID-19 vaccine, and the Epstein-Maxwell
trial. They used several BERT variants to classify
tweets as conspiracy theory vs. non-CT, to identify
the tweets’ stance towards a conspiracy theory, and
to detect the topic of the conspiracy theory. While
they suggest that successful models can be built
with relatively small data sets, they also note that
annotator disagreement and class imbalance can
contribute to difficulties in reliable classification.

4 Methodology

4.1 Data Set

We use the Language Of Conspiracy (LOCO) cor-
pus (Miani et al., 2021) and select five conspir-
acies that fall across a spectrum of political and
social associations: vaccines, climate change, piz-
zagate, flat earth, and bigfoot. Given the uneven
distribution of these conspiracies in the LOCO cor-
pus, ranging from approx. 1 300 to 7 000, we
randomly select a subsample of 1 330 texts from
each conspiracy, while maintaining a relative bal-
ance between the mainstream and conspiracy labels
across the conspiracy theories. We then random-
ize the data and create an 80/10/10 split of train-
ing/development/test data. The final numbers of
documents per set are shown in Table 1.
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Train Develpment Test
Topic Mainstream Conspiracy Mainstream Conspiracy Mainstream Conspiracy
vaccine 796 268 104 29 100 33
climate change 799 265 99 34 102 31
pizza gate 808 256 95 38 97 36
flat earth 802 262 100 33 98 35
bigfoot 816 248 93 40 91 42

Table 1: Data split per conspiracy theory.

4.2 Classifiers

SVM We train a model using an SVM (Cortes
and Vapnik, 1995) with a linear kernel using dif-
ferent feature sets including word n-grams, charac-
ter n-grams, and POS tags. We set the minimum
frequency to 1; word n-grams include unigrams,
bigrams, and trigrams while character n-grams are
between 3-7 in length. All experiments are per-
formed using scikit-learn (Pedregosa et al., 2011).
We perform a grid search to find the best parameters
of our SVM models by evaluating on the develop-
ment set on in-domain experiments and then use
these parameters for all other experiments.

Feature selection For the feature selection exper-
iments, we use the built-in χ2 metric in scikit-learn.

Transformer We use BART (Lewis et al., 2020),
a pre-trained transformer-based seq2seq model
with a bidirectional encoder, but a left-to-right
autoregressive decoder. Rather than optimizing
on next sentence prediction, the model is trained
by restoring corrupted documents to their original
form. One advantage of this is that the model is
thus learning larger structures and context within
a document rather than a more localized neighbor-
ing sentence. We view this as preferential given
the longer length of documents and irregular in-
formation ordering. Additionally, the maximum
tokenized input is 1024, which is double the maxi-
mum input to standard BERT models (Devlin et al.,
2019). Both aspects should benefit our use-case
given the relatively long length of individual docu-
ments within the corpus (see section 5.4). Despite
this, most documents are still too long to be em-
bedded. We choose to embed the first and last 512
subtokens in order to attempt to capture more infor-
mation on a document level1. We experiment with
one, three, and five epochs on the dev set for in-
domain experiments and select the epoch (5) with

1Prior experiments with BERT or using the first 1024 subto-
kens in BART resulted in lower scores.

the highest average across all conspiracy theories
for all additional experiments.

The best hyperparameters for both models are
listed in Table 8 in the Appendix A.

4.3 POS Tagging and Topic Modeling

POS tagging We use Stanza (Qi et al., 2020) and
extract POS unigrams, bigrams, and trigrams; using
a minimum frequency of 1 and absolute counts
across our datasets.

Topic modeling To determine the most impor-
tant words for a conspiracy theory, topics were
extracted via topic modeling. We use LDA (Blei
et al., 2003), set N = 5 (to represent the five con-
spiracies), and exclude stopwords2 since a first run
including stopwords showed a high number of stop-
words in the topics word, most of them repeated
among different topics.

We then extract the 20 highest ranked words (see
Table 2). We can see that some of the conspiracies
are clearly represented in a certain cluster, such
as cluster one heavily containing words associated
with vaccines while clusters three and five represent
climate change. We assume that these highly asso-
ciated words can hinder the ability to identify more
in-domain conspiracies and use these words as a
basis for bleaching experiments (see Section 5.3).

4.4 Evaluation

We report the F1 score on the test sets.

5 Results

5.1 In-Domain Experiments

We first experiment with an in-domain setting, i.e.,
we train and test on the same domain. This provides
us with an upper bound in terms of how difficult the
problem is and how much variation we can expect
across the five conspiracy theories. We also use

2We use NLTK (Bird et al., 2009) stopwords and an addi-
tional set of common words not present in that base list.
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cluster topic words
1 vaccine vaccines health people children may virus also disease said one autism

coronavirus 19 covid medical study vaccination cases flu
2 it people like that one think going re know we get said would you time there ve want

go they
3 earth climate change years one warming global water could scientists also would

world ice like planet sea time science new
4 trump one said news people us media it also world conspiracy would new like

president time many clinton the state
5 climate change said world global new countries emissions also would health govern-

ment year states energy china people economic public united

Table 2: Words associated with each LDA topic.

classifier features vaccine climate change pizzagate flat earth bigfoot
SVM word 82.33 85.84 91.19 84.57 81.41

char 88.30 84.05 92.38 85.28 83.67
word+char 88.30 84.05 92.38 85.28 83.67

BART word 96.88 93.39 95.20 93.02 95.56

Table 3: Results (F1) of in-domain experiments across 5 conspiracy theories.

these experiments to determine which classifiers
work well for the problem and which features are
useful, results of which are in Table 3.

For the SVM, word n-grams provide strong base-
lines, but most domains benefit from character em-
beddings, with vaccine seeing an almost 6% ab-
solute increase, and only climate change showing
a decrease about 1.8%. Interestingly, we see that
character only and word+character features yield
the same results. We assume that this indicates
that character n-grams are more useful, as they are
higher in frequency and capture many words at
the subword level. BART has the highest overall
performance, with bigfoot increasing almost 12%
absolute over the word+char SVM experiment, and
the variation across domains is reduced.

It is also obvious that different conspiracy theo-
ries provide various levels of difficulty, with vac-
cine generally being the easiest and climate change
and flat earth being the most difficult ones for
BART. However, we also see differences between
the different classifiers and features. For the word-
based SVM, for example, bigfoot seems to be the
most difficult and pizzagate the easiest.

We experiment with feature selection for the
word model as we assume that many n-grams will
be of little use or misleading. We chose the word
setting since this is the most explainable setting,
and the setting that has the highest potential of im-

provement. Table 4 presents results for the feature
selection experiments, with the ‘all’ setting contain-
ing all word features from Table 3 (approximately
one million).

Results for feature selection do not show any
clear tendencies, as three different trends emerge
as the number of features are reduced: a trend
towards a slight increase in performance (vaccine),
a general decrease in performance (climate change
and flat earth) and then a slight buoy effect with
an increase then decrease (bigfoot). This suggests
the optimal number of features for each domain is
unique and we cannot generalize feature thresholds
effectively.

5.2 Out of Domain: Comparing Source
Domains

Table 5 shows the results when we train on one
domain and classify out-of-domain texts. For ease
of comparison, we repeat the in-domain results
(underlined). In this setting, we either use a single
conspiracy theory as training set, or we use a mix
of the four conspiracy theories and test on the fifth.
We assume that a mix of conspiracy theories may
provide a more general basis in an out-of-domain
setting. In order to avoid effects of training set size,
we use quarter of the texts per conspiracy theory so
that the mixed training set is similar in size to the
individual sets.
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no. features vaccine climate change pizzagate flat earth bigfoot
all 82.33 85.84 91.19 84.57 81.41

3000 79.79 82.78 91.50 83.54 82.64
2000 83.18 80.16 87.73 76.33 82.86
1000 83.18 82.32 89.62 75.93 81.58
500 83.54 79.79 90.31 76.33 79.74

Table 4: Results (F1) of feature selection experiments using SVMs and word n-grams.

For most conspiracies, out-of-domain detection
yields poorer performance compared to in-domain
results, with some pairs exhibiting extreme drops
of performance. For example, training on climate
change and testing on pizzagate using word-based
features in the SVM results in an F score of 53.17,
as compared to 91.19 when testing on pizzagate
in-domain. In general, the decrease is less pro-
nounced for BART, with some exceptions. For
example, when training on bigfoot and testing on
pizzagate, the F score only reaches 69.00 while we
reach 95.20 in-domain3.

The best results overall are reached by BART.
However, for climate change, flat earth, and bigfoot,
we reach the best results when training on a single
conspiracy theory. For vaccine, using a mix of
conspiracy theories for training works better, and
for pizzagate, both settings work equally well.

Overall, there is no clear trend concerning which
conspiracy theory is best suited as training set in
an out-of-domain setting. Even for a specific tar-
get domain, the best training domain varies based
on the choice of classifier and features. For ex-
ample, when testing on vaccine, the word-based
SVM and BART prefer a mixed training set, while
the character-based and char+word SVM prefer
bigfoot.

For out-of-domain feature selection results, we
see the same general trend as in Table 4 as perfor-
mance not only drops across domains, but, in the
majority of cases, a reduction of features yields
even worse performance (for details see Table 9 in
the Appendix B). Single out-of-domain conspiracy
detection may simply not be highly detectable with
small subsets of features due to the specific lexi-
cal co-occurrences within a specific domain. The
mixed setting mostly gives the best results, either
with all features (vaccine, pizzagate) or with 2000

3We acknowledge that overfitting may play a role in per-
formance drops in out-of-domain settings. This is due to our
experimental setting where we optimize the parameters in-
domain, assuming it is infeasible to optimize for every test
domain.

features (climate change, flat earth); for bigfoot, the
mixed results using all features are very close to
the results using all features when training on vac-
cine. However, even in the mixed setting, we see
a degradation in performance, even though this set
should include a higher degree of lexical variation.
This vocabulary seems to be specific to the source
conspiracies, not a potentially evolving conspiracy.

5.3 Bleaching Features for Domain
Adaptation

A classifier’s generalizing ability in an out-of-
domain setting can be affected by words that are
good predictors for individual conspiracy theories.
For example, the word ’Sasquatch’ will be espe-
cially useful in identifying bigfoot conspiracy the-
ory texts, but it will not be useful for pizzagate.
For this reason, we need to create more abstract
feature representations abstracting away from lexi-
cal information. One approach is bleaching, which
aims to abstract meaning away from specific word
features and to create more robust abstract features
that may capture more meta or abstract character-
istics of a text. While some bleaching techniques
are focused on generating meta characteristics of
words (e.g., how many alphanumeric characters)
and have helped in cross-lingual gender prediction
(van der Goot et al., 2018), we are more interested
in lexical bleaching, similar to work by Tian and
Kübler (2021), who bleached proper nouns for pe-
riod classification of Chinese texts, by replacing
them by their POS tags.

We chose to apply various levels of word bleach-
ing: complete delexicalization (POS), content word
bleaching, and topic word bleaching. In the delexi-
calization process, we utilized POS unigrams, bi-
grams, and trigrams instead of word n-grams. How-
ever, we assume that this form of bleaching will be
too extensive, and that the POS features will not re-
tain enough information for our task. Thus, for con-
tent word bleaching, we substituted nouns, verbs,
adjectives, adverbs, and foreign words by their re-
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classifier features source vaccine climate change pizzagate flat earth bigfoot
SVM word vaccine 82.33 73.07 82.12 74.32 80.34

climate change 79.41 85.84 53.17 66.74 76.32
pizzagate 74.26 61.91 91.19 64.06 66.96
flat earth 70.92 73.64 82.32 84.57 70.48
bigfoot 74.17 66.19 72.44 72.37 81.41

char vaccine 88.30 74.06 73.41 75.69 77.20
climate change 73.52 84.05 51.88 63.93 74.74
pizzagate 70.11 64.46 92.38 65.02 73.08
flat earth 70.22 73.64 80.18 85.28 76.40
bigfoot 74.51 69.84 63.84 72.49 83.67

char+word vaccine 88.30 74.80 73.41 75.66 77.20
climate change 73.52 84.05 51.88 65.27 74.04
pizzagate 69.07 61.93 92.38 62.96 73.08
flat earth 71.43 76.76 81.75 85.28 75.66
bigfoot 76.40 68.01 65.21 72.49 83.67

word mix 81.48 69.79 82.89 77.37 80.18
char mix 72.49 69.50 79.29 77.06 78.98

BART word vaccine 96.88 91.18 90.79 93.02 90.24
climate change 95.01 93.39 80.26 88.57 90.36
pizzagate 91.94 87.04 95.20 90.84 93.70
flat earth 92.87 89.40 89.27 93.01 90.37
bigfoot 94.91 92.19 69.00 86.50 95.56

word mix 95.49 88.05 90.79 89.71 91.90

Table 5: Results (F1) for out-of-domain experiments across 5 test CTs. In-domain results are underlined; best
out-of-domain results are bolded.

spective POS tags. Again, this form of bleach-
ing is less extreme than complete delexicalization,
but it may still delete too many important lexical
items. Thus, we investigate a third form of bleach-
ing where we identify words that are typical for a
conspiracy theory, and then only substitute those.
For topic word bleaching, we use topic modeling
to identify these CT specific words and substitute
the words from Table 2.

Table 6 presents results for all bleaching exper-
iments. For delexicalization, SVM results for in-
domain experiments are substantially lower than
the baseline word n-grams seen in Table 3. BART
experiments show a more severe degradation, with
F-scores ranging from 42.42 (flat earth) to 68.44
(climate change). This may be anticipated as an
input of POS tags instead of words leads to a mis-
alignment with the training words used to train the
contextual embeddings. Then, the generated em-
beddings from the POS representations are most
likely lower in quality and information. Our results
suggest that the model cannot be fine-tuned on a
more coarse-grained representation, which contra-

dicts findings for cross-lingual zero-shot parsing
using a multilingual language model (Zhou and
Kübler, 2021).

For the out-of-domain experiments, in most
cases, the POS setting still yields worse perfor-
mance than the equivalent baseline experiments
(Table 5), there is one exception: When training
on pizzagate and testing on climate change, ab-
stracting away from the lexical level can potentially
help. Thus, overall, we conclude that POS tag-
ging removes too much lexical content and leaves
the classifier unable to distinguish conspiracy and
mainstream texts.

For content word bleaching, we also see mixed
results across settings in comparison to POS bleach-
ing. For some domains, there is an increased perfor-
mance across all settings (e.g., vaccine) while for
others, there are mostly negative trends (e.g., piz-
zagate), and other domains show volatility in both
directions (e.g., climate change). For BART, almost
all settings show increased performance compared
to POS representations, but they are all still sub-
stantially lower than their word experiment coun-
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class. features source vaccine climate change pizzagate flat earth bigfoot
SVM POS vaccine 71.79 64.06 69.10 66.19 63.43

climate change 77.49 75.26 58.36 63.14 66.07
pizzagate 66.41 66.35 81.58 63.16 66.03
flat earth 67.71 60.93 62.46 73.80 72.79
bigfoot 71.79 64.44 74.06 69.53 69.16
mix 70.48 62.82 72.79 62.14 63.28

content words vaccine 80.16 70.05 70.24 68.94 65.10
climate change 71.22 72.86 58.36 65.77 73.86
pizzagate 66.30 59.47 82.86 60.30 58.87
flat earth 72.86 66.24 74.80 75.54 71.92
bigfoot 75.54 67.04 80.50 69.08 79.41
mix 64.06 73.73 70.29 65.72 71.22

topic words vaccine 83.74 74.00 77.08 73.08 73.08
climate change 82.55 88.69 60.40 71.07 75.55
pizzagate 72.09 61.30 93.15 63.16 63.82
flat earth 69.77 72.12 84.05 82.81 70.48
bigfoot 72.66 66.96 71.07 70.98 79.05
mix 77.95 72.91 82.36 71.92 77.53

BART POS vaccine 54.76 55.86 45.06 53.53 50.74
climate change 54.23 68.44 45.06 56.50 55.85
pizzagate 61.10 56.51 60.59 58.87 54.73
flat earth 42.92 43.40 52.69 42.42 40.63
bigfoot 55.87 57.00 44.74 50.06 44.80
mix 56.43 43.40 45.06 48.26 49.61

content words vaccine 85.28 80.52 76.08 85.17 40.63
climate change 73.80 83.25 75.66 80.24 65.74
pizzagate 70.22 59.29 77.37 73.80 70.98
flat earth 69.86 68.46 75.93 81.02 70.37
bigfoot 75.37 81.02 83.37 75.54 74.80
mix 81.49 82.33 74.32 84.73 74.21

topic words vaccine 96.88 90.20 69.16 93.02 86.87
climate change 93.02 93.21 71.08 87.51 82.64
pizzagate 83.67 81.41 96.19 86.77 85.26
flat earth 86.43 87.72 89.79 91.77 85.90
bigfoot 93.69 89.95 63.44 83.67 91.19
mix 90.43 89.69 90.48 88.56 87.66

Table 6: Results (F1) of comparing bleaching methods for out-of-domain experiments. In-domain results are
underlined; best out-of-domain results are bolded.

terparts.

Topic word bleaching shows some increased per-
formances for SVM in in-domain settings not only
over content words, but over the initial word n-
gram SVM models, specifically for vaccine, cli-
mate change, and pizzagate. However, the words
in Table 2 are heavily representative of these three
conspiracies, not seemingly including words more
associated with flat earth and bigfoot. It is an open
question whether including more words associated

with the latter CTs could yield improvements, or
whether those CTs are less specific and do not have
any clear topic words.

5.4 Text Length Distributions

One factor that may influence both in-domain
and out-of-domain results is text length. Table 7
presents the means and standard deviations for both
conspiracy and mainstream texts across domains.
Some domains show rather large variations. For
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mainstream conspiracy
source mean stdev mean stdev
vaccine 836.89 879.80 1079.87 1112.09
climate change 949.67 1080.65 1085.83 1150.55
pizzagate 1031.49 1421.66 1504.92 1637.73
flat earth 849.93 985.01 1644.65 1622.10
bigfoot 886.80 1095.04 1693.90 1805.82

Table 7: Average length and standard deviation of the number of words per data set.

Figure 1: Text length distributions for bigfoot conspiracy (left) and mainstream (right) documents.

example, Figure 1 shows the text distributions for
bigfoot between conspiracy and mainstream texts:
The distribution of mainstream texts is heavily right
skewed and of shorter lengths, while the bigfoot
conspiracy texts are not as heavily right skewed and
reflect a high average of text lengths: The average
bigfoot conspiracy texts are almost twice as long
as their mainstream counterparts.

Across domains, both mainstream and conspir-
acy texts also vary substantially, with vaccine
texts having the shortest average length, pizzagate
exhibiting longer mainstream texts, and bigfoot
longer conspiracy texts. Similar trends are seen
across the domains. One side effect of such distri-
butions is that more information is contained in the
conspiracy texts that may be relevant for identifi-
cation than their mainstream counterparts, which,
while shorter, are more frequent. This means we
have data imbalance in both directions, both in
the number of texts labeled conspiracy, and in the
length of the texts, with conspiracy texts presum-
ably containing more relevant information but span-
ning over longer contexts.

6 Conclusion

We presented a systematic set of experiments into
how successfully we can classify conspiracy the-

ories in both an in-domain and out-of-domain set-
tings using different features and classifiers. Re-
sults showed, unsurprisingly, that while an SVM
model presents strong baselines, a transformer-
based model yields superior performance in both
in-domain and out-of-domain settings. Of more in-
terest though is that determining good source topics
for detecting out-of-domain conspiracy theories is
extremely difficult and not intuitive. It remains un-
clear what exactly the core semantic and structural
relationships between conspiracies and mainstream
texts are. While bleaching too much content (re-
placing all words or content words by POS tags)
yields poor performance, bleaching typical words
per conspiracy theory is promising.

One inherent difficulty that makes further in-
depth analysis difficult is data quality of the auto-
matically retrieved LOCO documents (Mompelat
et al., 2022), which may hinder the efficacy of the
resulting models. However, it is also clear that con-
spiracy theories are not as monolithic as assumed
here. Research into the spread of conspiracy theo-
ries shows that people who believe in one conspir-
acy theory are also likely to believe in others, but
not everybody believing in a CT will believe the
same subset of factoids (Enders et al., 2021). This
may also mean that the texts collected per CT are
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less homogeneous than necessary for classification.
Further research will need to investigate in more

detail the inter-relatedness between different con-
spiracy theories. A better understanding of how
they relate content-wise may allow us a better un-
derstanding of how to create a robust training set
that can be used to detect conspiracy theories out
of domain. Additionally, we are planning to inves-
tigate better bleaching methods, along with having
a closer look at the SVM features that show the
highest correlation with conspiracy theories, to de-
termine defining characteristics of conspiratorial
language across different domains.

7 Ethics Statement

Creating automated methods for detecting conspir-
atorial content in texts is always associated with
the risk that the machine learner will learn and po-
tentially amplify biases present in the training data.
The LOCO corpus, which serves as the basis for
our investigation, was collected automatically, us-
ing seed phrases. For this reason, it is unknown
how well the data collection worked, and which
biases the corpus contains. Mompelat et al. (2022)
have shown that for at least one conspiracy theory,
the mainstream collection of texts contains a non-
trivial number of irrelevant texts. This can lead to a
classifier that is more topics-based than focused on
separating conspiracy theories from factual texts
concerning similar topics. However, at this point
of time, this corpus is the most extensive collection
of texts that contains a range of conspiracy theo-
ries along with mainstream documents covering
the same topics.
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Appendix A

SVM kernel linear
loss squared hinge
C 0.01

BART model facebook/bart-base
batch size 2
optimizer adam
lr 1 ∗ 10−5

epochs 5

Table 8: Fine-tuned parameters for the SVM and BART.

Appendix B

source no. features vaccine climate change pizzagate flat earth bigfoot
vaccine all 82.33 73.07 82.12 74.32 80.34

3000 79.79 64.37 76.76 70.22 78.39
2000 83.18 66.93 77.89 75.31 76.40
1000 83.18 67.98 76.04 71.19 78.29
500 83.54 67.62 77.08 71.79 76.42

climate change all 79.41 85.84 53.17 66.74 76.32
3000 73.79 82.78 55.48 64.75 74.15
2000 69.77 80.16 49.61 64.14 75.06
1000 75.23 82.32 54.76 68.43 71.38
500 71.75 79.79 52.24 65.76 76.23

pizzagate all 74.26 61.91 91.19 64.06 66.96
3000 69.16 57.09 91.50 64.37 70.03
2000 69.16 55.93 87.73 65.02 69.61
1000 69.53 58.23 89.62 70.56 68.68
500 69.36 56.77 90.31 65.83 60.01

flat earth all 70.92 73.64 82.32 84.57 70.48
3000 60.51 67.62 74.60 83.54 71.92
2000 63.28 70.55 79.41 76.33 74.06
1000 61.72 69.06 76.76 75.93 77.53

500 59.49 68.33 75.32 76.33 72.62
bigfoot all 74.17 66.19 72.44 72.37 81.41

3000 72.77 67.71 62.47 59.86 82.64
2000 73.64 68.17 62.12 61.10 82.86
1000 72.77 67.82 61.09 63.81 81.58
500 71.79 72.86 58.31 57.70 79.74

mix all 81.48 69.79 82.89 77.37 80.18
3000 73.50 72.87 72.83 74.76 71.22
2000 75.66 74.58 71.07 76.08 74.06
1000 73.79 69.86 72.44 69.87 76.29
500 72.34 66.95 72.83 66.41 73.79

Table 9: Results (F1) of feature selection out-of-domain using SVMs and word n-grams.


