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Abstract

State-of-the-art data augmentation methods
help improve the generalization of deep learn-
ing models. However, these methods often
generate examples that contradict the preserv-
ing class labels. This is crucial for some nat-
ural language processing tasks, such as fake
news detection. In this work, we combine
sequence-to-sequence and natural language in-
ference models for data augmentation in the
fake news detection domain using short news
texts, such as tweets and news titles. This ap-
proach allows us to generate new training ex-
amples that do not contradict facts from the
original texts. We use non-entailment probabil-
ity for the original and generated texts as a loss
function for a transformer-based sequence-to-
sequence model. The proposed approach has
demonstrated the effectiveness on three classi-
fication benchmarks in fake news detection in
terms of the F1-score macro and ROC AUC.
Moreover, we showed that our approach retains
the class label of the original text more accu-
rately than other transformer-based methods.

1 Introduction

The modern world provides great opportunities for
news spreading. News travels fast, and it is diffi-
cult to expeditiously confirm or deny its credibility.
In this regard, there is evidence that the tools for
detecting fake news play a crucial role in the regu-
lation of information flows.

Although machine learning models are widely
used in fighting fake news, their performance de-
pends on the size and quality of training data. Col-
lection and annotation of text corpora require signif-
icant time costs. As an interim solution, augmented
data obtained from a small number of annotated
texts can be used while training.

Data augmentation (DA) is the artificial creation
of training data for machine learning by transfor-
mations (Bayer et al., 2022). Even though the cur-

rent state-of-the-art DA methods show impressive
results, they are still ill-suited for some natural
language processing tasks, such as fake news de-
tection. The bottleneck is non-conditional DA that
contradicts the preserving class labels. Thus, the
generated news seems to be untruthful. Neither
rule-based nor model-based approaches guarantee
the factual consistency of the original and gener-
ated text. This can be a challenge for practical
applications because the system will input fakes as
examples of real news, and vice versa.

In this paper, we propose a DA approach that
enables the generation of training examples flow-
ing logically from the original texts. To that
end, we combine pre-trained sequence-to-sequence
(seq2seq) models showing SoTA results in DA,
with natural language inference (NLI) models esti-
mating textual entailment information. The task of
NLI is to predict an entailment relation label (out-
put) given a premise-hypothesis pair (input) (Poliak
et al., 2018).

The contribution of this paper is two-fold: a) we
built a model to augment data in the field of fake
news detection by combining seq2seq and NLI.
The model allows us to generate coherent outputs
for original data; b) we evaluated and compared
several approaches to DA on three datasets for fake
news detection.

The paper is organized as follows. Section 2
contains a brief review of related work. Section 3
describes the proposed approach. In Section 4, we
provide the details of the experimental setup. We
report the results in Section 5. Section 6 concludes
this paper.

2 Related Work

2.1 Fake News Detection

In recent years, the task of detecting fake news
and rumours is extremely relevant. False infor-
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mation spreading involves various research tasks,
including fact-checking (Atanasova et al., 2019),
rumor detection (Chernyaev et al., 2020), topic
credibility (Kim et al., 2019), fake news spreaders
profiling (Rangel et al., 2020), and manipulation
techniques detection (Da San Martino et al., 2020).
An overview of fake news detection approaches and
challenges has been discussed in Oshikawa et al.
(2020). Surveys such as those provided in Parikh
and Atrey (2018); Zhou et al. (2019) have shown
that the concept of fake news combines differential
content types of a news story. Previous research has
also established that dynamic knowledge bases re-
flecting the changes occurring in a fast-paced world
would be a universal solution for fake news detec-
tion tasks (Meel and Vishwakarma, 2020; Sharma
et al., 2019). However, current studies focus on lin-
guistic features determining the truthfulness of the
text due to the greater availability and realizability
of this approach.

There are different types of labelling or scoring
strategies for detecting fake news. In most studies,
fake news detection is formulated as a classification
or regression problem and classification represents
the most common way. Sometimes it is difficult
to categorize all the news into two classes (fake or
real) and scholars use fine-grained categorization
including partially real and partially fake classes
or other degrees. In this case, the problem can
be formulated as a multi-label classification task
(Rasool et al., 2019; de Morais et al., 2019). Baly
et al. (2018) addressed the problem of fake news
detection as a regression task. Therefore, the output
of the classifier is a measure of the trustworthiness
of news. Some authors have used the regression
approach to obtain ground truth scores for texts
(Baly et al., 2019; Esteves et al., 2018).

A lot of fake news detection methods are based
on linguistic feature extraction, including gram-
mar (Choudhary and Arora, 2021), punctuation
(Shrestha et al., 2020), readability (Santos et al.,
2020), term frequency (Jiang et al., 2021), and topic
modelling features (Xu et al., 2019). The major-
ity of existing research uses supervised methods.
Various machine learning approaches in this field
range from traditional methods to SoTA transform-
ers. To date, transformer-based approaches show
the highest results for fake news detection in var-
ious domains (Vijjali et al., 2020; Glazkova et al.,
2021; Song et al., 2021). However, a number of
studies have focused on unsupervised (Hosseini-

motlagh and Papalexakis, 2018; Gangireddy et al.,
2020) or semi-supervised approaches (Dong et al.,
2019; Benamira et al., 2019).

2.2 Data Augmentation

Data augmentation is a widely used technique to
increase the size of training data without directly
collecting more data (Feng et al., 2021). Shorten
et al. (2021) presented a review of text DA meth-
ods for deep learning. The authors grouped all DA
methods into two classes: symbolic augmentation,
such as rule-based and feature-based approaches,
and neural augmentation, including generative ap-
proaches.

In natural language processing research, various
studies have focused on token replacement meth-
ods for DA. For example, Wei and Zou (2019) pro-
posed Easy Data Augmentation (EDA) performing
a set of token-level operations including random
insertion, deletion, and swap. Min et al. (2020)
explored several methods to augment training sets
using syntactic transformations including inversion,
passivisation, and random shuffling.

Language models and seq2seq models are also
widely used in DA. One of the most common meth-
ods is back translation (Sennrich et al., 2016). In
this case, a pre-trained target-to-source translation
model is used to generate source text from unpaired
target text (Hayashi et al., 2018). Since transformer-
based models show SoTA results in many natural
language processing tasks, researchers attempted
to adapt this methodology to DA. Thus, Wu et al.
(2019) proposed a conditional BERT (CBERT)
model extending BERT (Bidirectional Encoder
Representations from Transformers) (Devlin et al.,
2019) masked language modelling tasks by using
class labels for predicting masked tokens. Anaby-
Tavor et al. (2020) used a label-conditioned gen-
erator by fine-tuning GPT-2 (Radford et al., 2019)
utilized this to generate new data. Kumar et al.
(2020) compared several types of transformer-
based pre-trained models, such as auto-encoder,
auto-regressive, and seq2seq models for DA. The
best result on three classification benchmarks was
obtained using the BART model (Lewis et al.,
2020). BART uses a standard seq2seq architec-
ture with a bidirectional encoder (like BERT) and
a left-to-right decoder (like GPT).

In recent years, there has been an increasing
amount of studies on DA for the task of detecting
fake news. Some studies suggested word replace-
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ment approaches to generate training examples
(Suyanto et al., 2020; Ashraf et al., 2021). Am-
jad et al. (2020); Saghayan et al. (2021) used back
translation to generate new data translating texts
into English and back into the target language for
fake news detection. Jindal et al. (2020) proposed
an approach to generate a new text combining two
fake news articles having a large intersection of
their bag-of-words representations. Saikh et al.
(2019) proposed an ML-based system where differ-
ent text entailment features were employed. More-
over, Janicka et al. (2019); Glazkova et al. (2021)
experimentally demonstrated that the models for
fake news detection frequently do not benefit from
using cross-domain additional datasets. This leads
to the conclusion that DA may be the only source
of additional texts in data-poor settings.

Some authors address the problem of coherent
generated texts in DA. Martinc et al. (2022) utilized
the NLI model to estimate the probability of the
entailment between a true and a generated text as a
measure of generation quality. In Rajagopal et al.
(2022), a DA approach to generating coherent and
factually inconsistent sentences based on WordNet
was proposed. Li et al. (2018) jointly trained their
model’s encoder on summarization and NLI tasks
to make the generated text more likely to be en-
tailed by the source input. As far as is known to
the author of this paper, there are no studies that
directly use NLI in the process of DA. This study
aims to overcome this gap.

3 Method

3.1 Problem of Coherent Outputs

In many cases, the current DA methods improve the
performance of ML models. However, in the case
of fake news detection, DA methods are required
to produce new texts in line with the meaning of
the original texts. It is a challenging task even for
SoTA DA methods because abstractive models of-
ten make mistakes in facts (Kryscinski et al., 2020;
Matsumaru et al., 2020).

For example, the BART-based model for DA
(Kumar et al., 2020) produced the following out-
puts:

• Original text: Chinese converting to Islam
after realising that no Muslim was affected by
#coronavirus #covid19 in the country.
Generated text: Chinese converting to
Buddhism after realising there are no people

Figure 1: Training step.

affected by #coronavirus #covid19 in the coun-
try.

• Original text: Syrian Coalition Condemns
Horrific Massacre by Russian Air Force in
Town of Atareb Aleppo Province.
Generated text: Syrian Coalition Kills Rus-
sian Air Force in Battle of Eastern Aleppo
Province.

Despite the topical proximity, the original and
generated texts are very different in terms of fact-
matching. In some cases, the generated text makes
the opposite sense while having the same class
label. Thus, we regularly see that the model gen-
erates unexpected words and produces untruthful
examples.

3.2 Proposed Approach
Let N denote the set of news, where NF and NR

are the subsets of fake and real news respectively,
and I denote the output class space, I = {F,R}.
During the DA process, we should generate a new
text Gi for each Ti ∈ N, i = 1, n, where n is the
size of N . It should be noted that Ti ∈ NI → Gi ∈
NI . In other words, Gi and Ti refer to the same
class from I .

To generate a text related to the same class as a
source text, we must consider the consistency of
the source and generated texts. Therefore, during
the training process, we can estimate the probabil-
ity that the generated text is a logical consequence
of the original text. To quantify the problem of
contradictory outputs that are untruthful to source
news, we measure the likelihood that a generated
text is an entailment of an original text. We train a
seq2seq model optimizing the following loss func-
tion:

L = 1− Pr[Ti |= Gi], (1)

where Pr[Ti |= Gi] is the probability of the orig-
inal text Ti entailing a generated text Gi. Similar
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to (Trivedi et al., 2019), we utilized |= to denote
textual entailment. In our work, this loss function
is used instead of the classical cross-entropy loss.

For each training example, we perform the fol-
lowing procedure:

1. Run the current model to generate the output
Gi for the current example Ti.

2. Encode the original and generated texts and
use them as a sentence-pair input for the NLI
text classification model.

3. Calculate the probability that the original text
is entailed by the generated text (Pr[Ti |=
Gi]).

4. Calculate the loss function using the for-
mula (1).

5. Go to the next training example.

The training objective of our model is to produce
a logical consequence for an original text. In that
way, we can generate texts that do not contradict
facts from the original texts.

4 Experiments

4.1 Datasets
In this work, we used three datasets for fake news
detection.

FA-KES (Salem et al., 2019). The dataset con-
tains articles reporting on events from the Syrian
war. We used the titles of the articles from the
dataset.

COVID-19 Healthcare Misinformation
Dataset (CoAID) (Cui and Lee, 2020). The
dataset includes COVID-related fake news posted
on websites and social platforms. The peculiarity
of this dataset is the collection of real news from
the websites of reputable medical organizations. In
our study, we used a part of the news and claims
obtained from websites. This limitation is because
a significant part of the CoAID dataset contains
tweet IDs instead of full texts, which is related to
Twitter’s security policy.

LIAR (Wang, 2017). The dataset consists of
short statements collected from PolitiFact.com and
evaluated for truthfulness. The LIAR dataset con-
tains six fine-grained labels for truthfulness rating:
pants-fire, false, barely-true, half-true, mostly-true,
and true. In our study, we used only samples la-
belled with ”true” or ”false” categories as in other
datasets.

The data statistics are presented in Table 1. The
number of tokens was obtained using NLTK (Bird
and Loper, 2004). A notable feature of the datasets
under consideration is a short text length. Given
the continuous development of social media, short-
form text formats became popular. However, the
sparsity and shortness of texts restrict the perfor-
mance of text classification (Hu et al., 2022).

4.2 Data Augmentation Models

We considered four DA methods as our baselines
and compared their results with the results obtained
using our approach.

EDA (Wei and Zou, 2019), is a word-
replacement technique that performs the following
operations for the given text: a) replacing randomly
chosen n words with their synonyms, b) inserting
n synonyms into a random position in the text, c)
randomly swapping n word pairs in the text, d) ran-
domly deleting words with a given probability. In
our experiments, we used the default parameters
for EDA: 10% of the words in each sentence are to
be replaced by synonyms, inserted, swapped, and
deleted.

Back Translation (BT) (Sennrich et al., 2016), a
method using back translating phrases between any
two languages. We utilized the BackTranslation
library1 based on googletrans and zh-CN as a target
language.

CBERT (Wu et al., 2019), a conditional BERT
contextual augmentation model. We fine-tuned
CBERT for two epochs for each dataset.

BART (Kumar et al., 2020), a seq2seq DA
model based on BART. We applied token level
masking replacing a continuous chunk of k to-
kens wi, wi+1..wi+k with a single mask token
< mask >. The masking strategy was applied to
40% of the tokens. Similar to the original paper,
we used k = 3. Next, we fine-tuned the BART-
base (Lewis et al., 2020) for two epochs using a
maximum sequence length equal to 64 and with a
denoising objective where the goal is to regenerate
the original text from a masked sequence. BART-
base contains 12 layers (six for the encoder and six
for the decoder), the hidden size is 768, the number
of attention heads is 16 per layer, the number of
parameters is 139M. The model was implemented
using PyTorch Lightning (Falcon et al., 2019)

BART-NLI (ours), a model combining seq2seq

1https://pypi.org/project/
BackTranslation

https://pypi.org/project/BackTranslation
https://pypi.org/project/BackTranslation
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Characteristic FA-KES CoAID LIAR
Number of texts 804 1566 4103
Number of true labels 426 267 2258
Number of fake labels 378 1299 1845
Avg number of tokens 10.49 11.96 19.48
Avg number of symbols 62.94 69.78 103.28

Table 1: Data statistics.

DA and NLI. As a base seq2seq model, we used
the BART-based model for DA outperforming other
models on several benchmarks (Kumar et al., 2020).
We used the same implementation as for the pre-
vious model, but the non-entailment probability
was utilized as a loss function for BART instead
of the classical cross-entropy loss. Inspired by
Matsumaru et al. (2020), we used the pre-trained
RoBERTa-large (Liu et al., 2019) fine-tuned on
the Multi-Genre NLI dataset (RoBERTa-mnli)2

(Williams et al., 2018) to estimate an inference
between the original and generated texts. We uti-
lized RoBERTa-mnli in zero-shot settings and did
not update its parameters, just producing inferences
while training. RoBERTa-mnli was implemented
with fairseq (Ott et al., 2019). Figure 1 presents the
scheme of the training step for our model.

4.3 Classification Model

As a classifier, we used BERT-base-uncased3 which
is a version of BERT (Devlin et al., 2019). We
fine-tuned BERT for two epochs with a maximum
sequence length equal to 64 tokens and a batch
size equal to eight. The models were implemented
using Transformers (Wolf et al., 2020).

5 Results and Discussion

We report the results for all classifiers in terms of
the F1-score macro (F1) and ROC AUC (ROC).
For all corpora, we used five-fold cross-validation
to obtain more reliable scores.

First, we evaluated the classification perfor-
mance for the models trained on original corpora.
During cross-validation, we consistently split the
original corpus into training and test subsets five
times. We added generated data to the training
subset and shuffled the extended training subset.
For each dataset, we generated n texts (n is the

2https://huggingface.co/
roberta-large-mnli

3https://huggingface.co/
bert-base-uncased

training subset size). Therefore, the training subset
size increased to (2× n) after DA. The model was
evaluated on the test subset. Table 2 shows the re-
sults for all corpora (arithmetic mean values for all
folds). The highest scores for each dataset are high-
lighted. Box plots for these results are presented in
Figure 2.

As can be seen from the table, in the majority of
cases, DA methods increase the classification per-
formance. The results of transformer-based meth-
ods are mostly higher than the results of EDA
and BT. The best result for the CoAID dataset
in terms of F1 was shown using the original cor-
pus. Probably, the effect of transformer-based data
augmentation for this dataset could be improved
using the models pre-trained on medical corpora.
Although several DA models show close results,
BART-NLI outperforms other methods on FA-KES
(F1), CoAID (ROC), and LIAR (F1). CBERT
shows the best scores on FA-KES (ROC) and LIAR
(ROC). Hence, the proposed model outperforms
other methods in three of the six cases. In two of
the six cases, it demonstrates the second best re-
sults (FA-KES, ROC and LIAR, ROC). For CoAID
and F1-score, BART-NLI demonstrated only a fifth
result out of six, probably because of the absence
of domain-adaptive pretraining of RoBERTa-mnli.
Compared to BART, BART-NLI increased the re-
sults for all datasets in terms of both the F1-score
and ROC AUC.

Further, we evaluated the semantic fidelity of the
generated texts (Kumar et al., 2020). We trained
a classifier on each corpus and used the trained
classifier to predict the label of the generated out-
put (Table 3). Higher performance means that the
model retains the class label of the original text
more accurately. The best semantic fidelity results
were obtained by EDA (FA-KES, ROC and LIAR,
ROC), BT (FA-KES, F1), and BART-NLI (COAID,
both metrics and LIAR, F1). The results show the
superiority of these models in terms of preserving
the language semantics. It should be noted that

https://huggingface.co/roberta-large-mnli
https://huggingface.co/roberta-large-mnli
https://huggingface.co/bert-base-uncased
https://huggingface.co/bert-base-uncased
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Data
FA-KES CoAID LIAR

F1 ROC F1 ROC F1 ROC

original
39.01
±0.76

45.16
±0.62

96.53
±0.92

95.11
±1.13

63.77
±0.56

63.83
±0.7

+ EDA
39.58
±0.68

45.79
±0.57

96.28
±0.79

95.09
±0.78

59.66
±0.49

63.31
±0.62

+ BT
40.21
±1.04

48.52
±0.67

96.43
±0.77

95.07
±1.02

56.68
±0.51

49.99
±0.45

+ CBERT
48.79
±0.57

56.26
±0.54

96.46
±0.74

95.01
±0.89

64.32
±0.46

64.78
±0.51

+ BART
48.68
±0.69

49.27
±0.73

95.68
±0.82

94.7
±0.92

62.98
±0.39

62.66
±0.58

+ BART-NLI
49.12
±0.68

50.18
±0.41

96.19
±0.86

95.22
±0.91

64.34
±0.42

64.36
±0.58

Table 2: Results in terms of F1-score (%) and the corresponding values of standard deviation.

Figure 2: Box plots of the average scores across five folds.

DA method
FA-KES CoAID LIAR

F1 ROC F1 ROC F1 ROC
EDA 35.53 66.89 80.78 91.78 60.6 73.73
BT 46.9 57.56 92.57 89.94 66.84 67.33
CBERT 41.27 52.06 77.61 89.6 56.43 62.07
BART 39.19 52.69 90.32 87.61 58.34 67.41
BART-NLI 41.85 62.14 97.05 95.68 71.39 72.17

Table 3: Semantic fidelity (%).
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the scores obtained by BART-NLI are significantly
higher than the results of other transformer-based
methods.

5.1 Error Analysis

Table 4 shows some examples of successes and
failures of our method compared to the BART
DA model. In parentheses, we provide the clas-
sification results obtained using the pre-trained
RoBERTa-mnli for the pair of original and gen-
erated texts. The factual inconsistencies are under-
lined.

In the first example in Table 4, BART generates
the contradictory output while BART-NLI produces
the textual entailment. Meanwhile, the text gener-
ated by BART-NLI looks more abstractive than the
original text. In the second and third examples,
BART generates contradictions because of the use
of different concepts and named entities. In the
fourth case, both models produce contradictions
that completely change the meaning of the orig-
inal texts. In the last example, the original and
BART-generated texts are semantically close. The
BART-NLI output is very abstractive and it was
classified as a contradiction.

6 Conclusion

In this paper, we propose an approach to combine
seq2seq and NLI models to improve the coherence
of generated texts in DA. The approach showed rel-
atively high results on three datasets for fake news
detection. For all considered datasets and both met-
rics, the proposed approach improved the results
of BART for DA in fake news detection. We com-
pared the results with several common baselines
and demonstrated that our approach preserves the
language semantics compared to other transformer-
based DA methods. In general, our results show the
effectiveness of the use of NLI models to generate
new training data to detect fake news.

General limitations of the study include increas-
ing time and memory costs in comparison with us-
ing BART separately. Moreover, for some datasets,
the performance of the approach is much lower
than for others. An important feature of the study
is the use of short texts. The effectiveness of the
approach for longer texts requires further investiga-
tion.

The proposed approach probably can be applied
in other subject areas where augmented data should
be coherent with original texts. In the future, we

will explore how to perform text DA using seq2seq
and NLI for different natural language processing
tasks, various models, and longer texts. In addition,
the effect of domain-specific pre-training can be
explored.
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№ Original text BART BART-NLI
1 Syrian Coalition Condemns

Horrific Massacre by Russian
Air Force in Town of Atareb
Aleppo Province

Syrian Coalition Kills Russian
Air Force in Battle of East-
ern Aleppo Province (contra-
diction)

The Horrific Massacre of Rus-
sian Air Force Personnel in
Town of Aleppo Province (en-
tailment)

2 UV-C lamps can kill 99.99%
of all bacteria viruses and
mold on any surface in ten sec-
onds yet is 100% safe for hu-
mans and pets

Thermal lamps can kill 99.99%
of all bacteria viruses and
viruses in any given ten sec-
onds yet pose risks for humans
and pets (contradiction)

UV-C lamps can kill 99.99%
of bacteria and mold on
a single charge in seconds yet
is still safe for humans and
pets (entailment)

3 Austin is burdened by the
fastest-growing tax increases
of any major city in the nation

Atlanta is led by the highest
property tax increases of any
major city in the nation (con-
tradiction)

Austin is burdened by the high-
est tax increases of any major
city in the nation (entailment)

4 Japanese Nobel laureate
NAME said the new coron-
avirus was engineered in a
Chinese laboratory

Nobel laureate NAME said a
new coronavirus vaccine was
engineered in a laboratory (con-
tradiction)

Japanese scientist NAME says
the new technology was engi-
neered in his laboratory (con-
tradiction)

5 Only 2 percent of public high
schools in the country offer PE
classes

Only 2 percent of public
schools in the country offer PE
classes (entailment)
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