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Abstract

In the 21st century, the proliferation of fake
information has emerged as a significant threat
to society. Particularly, healthcare medical re-
porters face challenges when verifying claims
related to treatment effects, side effects, and
risks mentioned in news articles, relying on
scientific publications for accuracy. The accu-
rate communication of scientific information in
news articles has long been a crucial concern in
the scientific community, as the dissemination
of misinformation can have dire consequences
in the healthcare domain. This paper delves
into the application of unsupervised semantic
similarity models to facilitate claim verifica-
tion for medical reporters, thereby expediting
the process. We explore unsupervised multi-
lingual evidence retrieval techniques aimed at
reducing the time required to obtain evidence
from scientific studies. Instead of employing
content classification, we propose an approach
that retrieves relevant evidence from scientific
publications for claim verification within the
healthcare domain. Given a claim and a set of
scientific publications, our system generates a
list of the most similar paragraphs containing
supporting evidence. Furthermore, we evalu-
ate the performance of state-of-the-art unsuper-
vised semantic similarity methods in this task.
As the claim and evidence are present in a cross-
lingual space, we find that the XML-RoBERTa
model exhibits high accuracy in achieving our
objective.

1 Introduction

The rise of misinformation has been greatly ampli-
fied by the advent of social media, primarily due
to its increased dissemination and influence. One
prominent manifestation of this issue is vaccine
hesitancy, which has had significant societal reper-
cussions. To illustrate this, a web-based survey
(Neely et al., 2022) was conducted in June 2021

among 600 adults in Florida, revealing substan-
tial exposure to COVID-19 vaccine misinformation
among participants. Approximately 73% reported
encountering misinformation in the past six months.
An overview of current fake news research is given
by (Kim et al., 2021). Through the convergence
of computational and social science research, they
delve into the significance and trajectory of enhanc-
ing ”digital media literacy” in diverse contexts of
news generation and consumption.

Detecting misinformation has emerged as a crit-
ical challenge due to the rapid dissemination of
news and the potentially severe consequences asso-
ciated with false information. However, only a lim-
ited number of approaches have been developed to
address the dynamic, versatile, and fast-spreading
nature of fake news editorials. This challenge be-
comes even more pronounced in the healthcare
domain, where the availability of training data is
scarce, and pre-trained models may not be read-
ily applicable. While supervised models rely on
manually annotated training data, an unsupervised
evidence retrieval and verification approach proves
more suitable for quick response and works effec-
tively with low-resource languages and domains.

The German HealthNewsReview project medien-
doktor.de at TU Dortmund University evaluates the
quality of medical reporting in German-speaking
countries. In this paper, we aim to develop a semi-
automated tool that will support journalists in their
daily work by evaluating the quality of their ongo-
ing reporting and, also, by finding scientific claims
in research papers and journalistic articles with a
team of highly renowned medical reporters. The
medical reporters evaluate the quality of medical
reporting in German-speaking countries and assess
the quality of print, radio, online, and TV con-
tributions by applying a catalog of criteria in a
journalistic peer review process as explained by
(Anhäuser et al., 2020). The detailed criteria have
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Figure 1: We are interested in measuring the information similarity of statements in the scientific findings and news,
shown here with real examples.

been developed following the example of inter-
national research projects such as healthnewsre-
view.org in the USA as discussed by (Schwitzer,
2008). The detailed evaluations are published on
the website medien-doktor.de, along with advice
on scientific reporting, media analyses, and blog
posts on selected topics. Target groups are not
only journalists, but also communication officers
at research institutions, teachers, and lay citizens
interested in improving their media and scientific
literacy. In some newsrooms (among others Ger-
man Press Agency, WDR, ZDF), these criteria of
Medien-Doktor have already been taught as a pos-
sible standard for early-career reporters. Neverthe-
less, many non-specialized newsrooms still lack
quality standards in science and medical reporting,
particularly among regional media. In contrast to
large national media with well-established science
sections, regional newspapers often lack editors
with scientific backgrounds. As analyses of eval-
uated articles have shown over the past years, the
quality of medical reporting in local journalism
usually lags behind the standards of national me-
dia. Nevertheless, especially in the German media
landscape regional media still contribute signifi-
cantly to opinion-forming and decision-making in
wide circles of the population, while at the same

time suffering the most from the loss of advertis-
ing income and structural upheaval in the time of
changing habits of media usage. We, therefore, pro-
pose here the first steps towards quality-assuring
tools that will help regional but also other media
with their daily health reporting by economizing
editorial resources.

As an initial step towards developing a semi-
automated tool, we focus on the ”positive effects”
criteria from the criteria catalog, which assesses
how the potential benefits of therapies, tests, prod-
ucts, or procedures are presented. Journalists need
to find evidence supporting claims made in scien-
tific publications, a manual and time-consuming
process. This presents a major challenge for health-
care reporters, as they rely on scientific publica-
tions to verify claims in news articles.

Healthcare news reporting is further complicated
by the fact that journalists often need to translate
highly technical language into layperson-friendly
terms, as they disseminate scholarly information
to audiences outside the research community, in-
cluding the general public and policymakers. The
public relies on the media to learn about new sci-
entific findings, and media portrayals of science
significantly influence people’s trust in science and
their subsequent actions. However, there is a risk
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of inadvertently spreading misinformation in this
process.

In this paper, we leverage recent advancements
in Natural Language Processing, specifically the
Transformer architecture, to develop a semantic-
aware multilingual Transformer-based architecture
for unsupervised evidence retrieval in healthcare
claims. We propose an evidence retrieval approach
instead of treating the issue as a simple classifica-
tion task, thus aiding journalists by providing a list
of supporting evidence and reducing their manual
workload.

We present an architecture that assists fact-
checking journalists in verifying the veracity of
claims by contextually comparing them against ev-
idence found in scientific publications. This paper
addresses the following challenges:

• Finding similarity between scientific evidence
and paraphrased scientific findings.

• Extracting evidence across different lan-
guages in news articles, considering that most
scientific journals and evidence sources pub-
lish in English while we work with German
news articles.

Both these challenges are demonstrated by an ex-
ample showcased in Fig,1.

2 Related Work

The state-of-the-art methods for misinformation de-
tection deal with claim verification in news articles
and involve supervised methods, e.g., (Luken et al.,
2018; Rawat and Kanojia, 2021). A good survey
is (Guo et al., 2022). Most authors treat evidence
retrieval and claim verification as a single task re-
ferred to as factual verification, e.g., (Nie et al.,
2018). To overcome the main challenge of super-
vised approaches, i.e., the time and labor-intensive
construction of reliably annotated datasets to train
supervised models, some groups explore the po-
tential of unsupervised models for misinformation
detection, e.g., (Yang et al., 2019; Li et al., 2014).
Independent of the modeling approach, the reliabil-
ity of a source plays an important role in evidence
retrieval and the verification process. Some work
has been done to explicitly compute the reliability
of a source, e.g., (Yan et al., 2022). In this section,
we will briefly present representative results for
each category.

The authors of (Nie et al., 2018) present a con-
nected system consisting of three homogeneous

neural semantic matching models that conduct doc-
ument retrieval, sentence selection, and claim veri-
fication jointly for fact extraction and verification.

In (Luken et al., 2018), the authors break down
the process into three modules: potentially relevant
documents are gathered based on key phrases in
the claim, then sentences relevant to the claim are
extracted as evidence from these documents, and
finally, the classifier discards any evidence deemed
irrelevant and uses the remaining to classify the
claim’s veracity. An approach in which the ev-
idence is gathered automatically for each claim
is proposed in (Rawat and Kanojia, 2021). The
approach extracts supporting evidence from the
web articles and then selects appropriate text to be
treated as evidence sets. A pre-trained model is
used to summarize these evidence sets and then
these extracted summaries are used as support-
ing evidence to aid the classification task. The
approach collects evidence and prunes to top-k-
related news items based on semantic similarity via
BERTScore.

In (Wu et al., 2020) the authors proposed in-
tegrating credibility assessment as a part of the
fact-checking task. The model first strengthens the
interaction between claims and relevant articles to
discover key evidence fragments, and then incorpo-
rates source features of articles and mitigates the
interference of extreme semantics to explore more
credible evidence discussing the questionable parts
of claims.

In (Li et al., 2014), authors worked on the prob-
lem of automatically identifying trustworthy in-
formation and sources from multiple conflicting
data sources. The authors propose to model the
conflict resolution problem on data of heteroge-
neous types using a general optimization frame-
work called CRH that integrates the truth-finding
process on various data types seamlessly. They
model the problem using an optimization frame-
work where truths and source reliability are defined
as two sets of unknown variables. The objective is
to minimize the overall weighted deviation between
the truths and the multi-source observations where
each source is weighted by its reliability. In (Yin
et al., 2008), authors designed a general framework
for the Veracity problem and invent an algorithm,
called TRUTHFlNDER, which utilizes the relation-
ships between websites and their information, i.e.,
a website is trustworthy if it provides many pieces
of true information, and a piece of information is
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likely to be true if it is provided by many trustwor-
thy websites. An iterative method is used to infer
the trustworthiness of websites and the correctness
of information from each other. In (Yang et al.,
2019), the authors follow an unsupervised approach
by leveraging a Bayesian network model to capture
the conditional dependencies among the truths of
news, the users’ opinions, and the users’ credibility
and proposed an efficient collapsed Gibbs sampling
approach to infer the truths of news and the users’
credibility without any labeled data.

In (Yan et al., 2022), authors propose a novel rep-
utation model to quantify the newly defined source
reliability, which will be accumulated as the long-
term source quality. They propose a reputation-
based truth discovery model, where initial weights
are assigned based on source reputations. In (Baly
et al., 2018), the authors presented a study on pre-
dicting the factuality of reporting and bias of news
media. The models use a rich set of features derived
from the content of the articles from the target news
medium, its Wikipedia page, its Twitter account,
and information about the web traffic it attracted.
In (Mukherjee and Weikum, 2015) the authors ana-
lyzed the effect of different factors like language,
topics, and perspectives on the credibility rating of
articles in a news community. These factors and
their mutual interactions are the features of a novel
model for jointly capturing the credibility of news
articles, the trustworthiness of news sources, and
the expertise of users.

Most of the state-of-the-art methods make use of
supervised-based models. This will be a challenge
when we don’t have annotated data to train large
models. In this work, we explored unsupervised
based semantic models since in our use case, we
have only 20 manually annotated articles. Instead
of tackling the problem of claim verification as a
classification problem, we propose supporting the
journalists with a list of evidence from scientific
journals for that given claim. The unsupervised ap-
proaches in the literature depend on the character-
istics of the news source and the features extracted
from the article. These approaches do not consider
the semantics and context of the text in the article.

3 Dataset

This paper investigates the correlation between
claims made in health news articles and the support-
ing evidence found in scientific publications. The
claims and evidence were manually annotated by

medical reporters due to the labor-intensive nature
of this task. Our dataset comprises 20 meticulously
annotated articles from prominent German news
sources, including Focus Online, Berliner Zeitung,
Bild, and Welt. These healthcare news articles en-
compass a range of topics, such as the positive
effects of different treatments/medications, includ-
ing vaccines for COVID-19, and the relationship
between aspirin and the coronavirus.

To substantiate these claims, medical reporters
typically refer to scientific publications published
in esteemed journals like Nature, PubMed, and
Lancet. However, our particular use case presents
a multilingual challenge as the news articles are
in German, while the scientific studies are in En-
glish. The annotated claims consist of a collection
of sentences, and correspondingly, the evidence
paragraphs in the scientific publications are anno-
tated by the journalists. As part of this ongoing
project, we are curating this dataset, which will be
made available for future publication.

4 Background

The assessment of text similarity has garnered sig-
nificant attention from researchers in the fields of
natural language processing and information re-
trieval. This longstanding problem is inherently
complex, leading to the development of diverse
approaches aimed at capturing a wide range of
characteristics. The evaluation of semantic similar-
ity can be categorized into two primary methods:
sentence-embedding-based approaches and word-
alignment-based approaches.

4.1 Word-Alignment-Based Methods
Alignment-based methods measure the word match-
ing degree for sentence similarity evaluation.
WMD is a popular alignment-based method. Its
extensions are widely used in text similarity tasks.

4.1.1 Word Mover’s Distance
Earth mover’s distance (EMD), also known as the
Wasserstein distance, is a distance measure be-
tween two probability distributions. Kusner et
al. (Kusner et al., 2015) proposed a version of
EMD applicable to language models, the Word
mover’s distance (WMD) which evaluates the dis-
tance between two documents represented in a con-
tinuous space using word embeddings such as the
Word2Vec and fastText embeddings. For any two
documents A and B, WMD is defined as the mini-
mum cost of transforming document A into docu-
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ment B. Each document is represented by the rel-
ative frequencies of its words relative to the total
number of words of the document, i.e., for the jth
word in the document,

dA,j = count(j)/ | A | (1)

where | A | is the total word count of document
A and count(j) is number of occurrences of the
word with vocabulary index j. The jth word is rep-
resented by its corresponding word embedding, say
vj ∈ Rn. The n-dimensional word embeddings are
obtained from a pre-trained model, e.g. Word2Vec
or fastText. The distance between two words can
easily be measured using Euclidean distance,

δ(i, j) = ∥vi − vj∥ (2)

Based on this choice, the Word mover’s distance
is defined to be the solution of the following linear
program,

WMD(A,B) = min
T≥0

V∑
i=1

V∑
j=1

Ti,jδ(i, j)

such that
V∑
i=1

Ti,j = dA,j

and
V∑
j=1

Ti,j = dA,i

(3)

Here, T ∈ RV×V is a non-negative matrix, where
Ti,j denotes how much of word i in document A
is assigned to tokens of the word j in document B.
Empirically, WMD has reported improved perfor-
mance on many real-world classification tasks as
demonstrated in (Kusner et al., 2015). The WMD
has intriguing properties. The distance between
two documents can be broken down and repre-
sented as the sparse distances between a few in-
dividual words. The distance metric is also hyper-
parameter-free. The most important feature is that
it incorporates the semantic information encoded
in the word embedding space and is agnostic to
arbitrary word embedding models.

4.2 Text Embedding Methods
In such approaches, the aim is to extract a numeri-
cal representation of a sentence to encapsulate its
meanings. In these methods, we generate embed-
dings for both claim and the evidence paragraph.
The semantic similarity score is calculated using
cosine similarity between claim and evidence em-
beddings.

4.2.1 TF-IDF
The TF-IDF algorithm is a commonly used tech-
nique in the extraction of text feature words based
on statistical methods. It mainly evaluates the im-
portance of a word-to-text and text sets by word
frequency. It is mainly composed of two parts:
word frequency and inverse text word frequency.
In a document, the term frequency (TF) is the fre-
quency at which a word appears in the text, and the
result is usually normalized to prevent it from being
biased toward longer text. Inverse Document Fre-
quency (IDF) indicates the importance of a word
in a text set.

4.2.2 FastText Based Embeddings
(Bojanowski et al., 2016) proposed an approach
that is based on the skip-gram model, where each
word is represented as a bag of character n-grams.
A vector representation is associated with each
character n-gram; words are represented as the
sum of these representations. We obtain claim
and evidence paragraphs’ representations from a
pre-trained fastText model which is based on the
average of N-gram features.

4.2.3 BERT-Based Embeddings
Bidirectional Encoder Representations from Trans-
formers (Devlin et al., 2019) is one of the most
powerful context and word representations. BERT
is based on the methodology of transformers and
uses an attention mechanism. It employs the bi-
directional training of the transformer architecture
and applies it to language modeling. Unsupervised
objectives, including the masked language model
and the next sentence prediction, are incorporated.
Word-piece tokenization is performed on the text
from both the claim and scientific publication and
then used as input to a pre-trained BERT model.
The BERT model provides contextual embedding
for these word pieces.

• Sentence-BERT: (S-BERT) proposed by
(Reimers and Gurevych, 2019), is a modifi-
cation of the pre-trained BERT network that
uses siamese and triplet network structures to
derive semantically meaningful sentence em-
beddings that can be compared using cosine
similarity.

• Sci-BERT: A transformer model proposed by
(Beltagy et al., 2019), is trained using masked
language modeling on a large corpus of scien-
tific text. It leverages unsupervised pretrain-
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Figure 2: Figure illustrating the pipeline of the semantic match approach for claim verification.

ing on a large multi-domain corpus of scien-
tific publications to improve performance on
downstream scientific NLP tasks.

• XML-RoBERTa: XLM-R (XLM-RoBERTa,
Unsupervised Cross-lingual Representation
Learning at Scale) proposed by (Conneau
et al., 2020) is a scaled cross-lingual sentence
encoder. It is trained on 2.5T of data across
100 languages data filtered from Common
Crawl.

5 Proposed Approach

In this section, we describe the architecture of our
Semantic Matching component as illustrated in
Fig.2. Given a claim in a healthcare news arti-
cle, we need to find paragraphs in the scientific
publication where the evidence for the claim are
present. The news article for our use case is in Ger-
man and the scientific publications are in English,
introducing a cross-lingual aspect to the problem.
A claim annotated by the medical reporters is a
set of sentences in which the positive effects of a
medicine or a therapy are explained. As a first step,
we extract all the paragraphs from the scientific
publication and preprocess the text. Preprocessing
in the case of the models trained on English cor-
pus, we translate the claim in English using DeepL
translate 1. The semantic match component takes a
claim and the union of the paragraph set from the

1https://www.deepl.com/en/translator

scientific publication as inputs and outputs a subset
of paragraphs. Evidence paragraph selection can
also be formulated as semantic matching between
each paragraph and the claim to select the most
plausible evidence set. The selection is done via
these steps:

• Calculating the semantic similarity score, si,
for all the paragraphs in the scientific publica-
tion.

• Sorting sentences by their si values and
adding the top k-paragraphs to the resulting
list.

Our proposed pipeline generates a collection of
the top k most similar paragraphs, which serve
as evidence in the context of fake news detec-
tion. Unlike traditional approaches that treat fake
news as a classification problem, our pipeline in-
troduces an evidence retrieval approach. This ap-
proach effectively assists journalists in locating rel-
evant supporting evidence, thereby reducing the
need for manual search efforts. The advantages
of our system include: (i) its unsupervised nature,
allowing it to adapt to concept drifts without re-
lying on labeled data, and (ii) empowering users
with decision-making capabilities while minimiz-
ing manual workload.

6 Evaluation and Discussion

In this paper, we employed manual annotation
by medical reporters to annotate the evidence for

https://www.deepl.com/en/translator
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Model name German claim translated to English? Accuracy for k=10 Accuracy for k=5 Accuracy for k=1

tf-idf Yes 0 % 0% 0%

fastText Yes 0% 0% 0%

Word Movers distance Yes 65% 30% 10%

Sentence BERT Yes 65% 40% 10%

SciBERT Yes 70% 40% 20%

XML-RoBERTa No 90% 50% 30%

Table 1: Accuracies score for different semantic similarity-based models for 20 annotated articles.

claims in healthcare news articles, which were pre-
dominantly in German. To bridge the language gap,
we utilized DeepL, a translation tool, to translate
German claims into English. For the experiments,
we explored both monolingual and multilingual se-
mantic similarity models. The monolingual models
utilized DeepL translations, while the multilingual
models, such as XML-RoBERTa, enabled us to
handle both English and German texts.

To measure the semantic distance between sen-
tences, we developed a component that searches
for semantically similar evidence in scientific stud-
ies once a new claim is received. This component
employs transformer models to generate representa-
tion embeddings for each claim and the paragraphs
in the scientific publications. By calculating the
similarity distance, we identify the most similar ev-
idence, aiming to provide users with semantically
related evidence.

During the evaluation, we considered partial ev-
idence matches within the extracted ”k”-nearest
neighbors as valid matches. This approach sup-
ports journalists in finding additional evidence to
supplement partial matches. We evaluated vari-
ous methods, including word alignment-based ap-
proaches and sentence embedding methods, for
unsupervised evidence retrieval. The models ex-
tracted the ”k”-nearest neighbors that exhibited the
highest similarity to the given paraphrased claim.

From our results presented in Table 1, XML-
RoBERTa demonstrated the best performance in ex-
tracting evidence for the given paraphrased claims.
Classical semantic similarity approaches using tf-
idf and fastText embeddings did not perform well,
as these approaches struggle to capture contextual
information effectively. Among the embedding
approaches, word movers distance with fastText
embeddings outperformed cosine similarity mea-
sures using tf-idf or fastText. Word movers distance
treats text similarity as a transportation problem,

utilizing word embeddings to determine shared
meanings or contextual usage, thereby achieving
superior performance compared to cosine similarity
models.

In terms of transformer-based models, semantic
similarity using XML-RoBERTa embeddings per-
formed the best. Additionally, cross-lingual models
outperformed monolingual models, highlighting
the benefits of leveraging multilingual capabilities
in our approach.

7 Conclusion and Future Work

In this paper, we tackled the challenge of claim veri-
fication by employing evidence retrieval techniques
from scientific studies. Our approach involved de-
veloping a semantic matching method capable of
retrieving the most similar evidence from a given
scientific report. Through the evaluation of var-
ious semantic similarity methods, including text
representations and word alignment techniques, we
demonstrated the effectiveness of using a multilin-
gual model like XML-RoBERTa to calculate se-
mantic similarity and identify relevant paragraphs
containing the evidence. By approaching this as
an evidence retrieval rather than a classification
problem, our proposed approach aims to support
medical reporters and journalists in efficiently lo-
cating supporting evidence for paraphrased claims,
thereby reducing the need for manual searching.

Moving forward, we will focus on retrieving the
most relevant scientific papers from a pool of docu-
ments that encompass the supporting evidence for
a given claim in healthcare news articles. Addition-
ally, we recognize the need for improvement in the
k-nearest neighbors within our models. To achieve
this, we plan to target specific sections within scien-
tific publications, such as the results or conclusion
section, where there is a higher probability of find-
ing pertinent evidence. These advancements will
further enhance the efficacy and precision of our
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evidence retrieval approach, paving the way for
more accurate claim verification.
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