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Abstract

Multiword Expressions (MWEs) have
been a bottleneck for Natural Language
Understanding (NLU) and Natural Lan-
guage Generation (NLG) tasks due to
their idiomaticity, ambiguity, and non-
compositionality. Bilingual parallel cor-
pora introducing MWE annotations are
very scarce which set another challenge
for current Natural Language Process-
ing (NLP) systems, especially in a mul-
tilingual setting. This work presents
AlphaMWE-Arabic, an Arabic edition
of the AlphaMWE parallel corpus with
MWE annotations. We introduce how
we created this corpus including machine
translation (MT), post-editing, and anno-
tations for both standard and dialectal va-
rieties, i.e. Tunisian and Egyptian Ara-
bic. We analyse the MT errors when they
meet MWEs-related content, both quanti-
tatively using the human-in-the-loop met-
ric HOPE and qualitatively. We report the
current state-of-the-art MT systems are far
from reaching human parity performances.
We expect our bilingual English-Arabic
corpus will be an asset for multilingual
research on MWEs such as translation
and localisation, as well as for monolin-
gual settings including the study of Arabic-
specific lexicography and phrasal verbs
on MWEs. Our corpus and experimen-
tal data are available at https://github.
com/aaronlifenghan/AlphaMWE

1 Introduction

Multiword Expressions (MWEs), such as “a cheap
shot” (a cruel verbal attack) or “take it with a
grain of salt” (regard something as exaggerated),
are combinations of words that function as a sin-
gle unit and have a specific meaning (Baldwin
and Kim, 2010), typically regarded as a ‘pain in
the neck’ to Natural Language Processing (NLP)
tasks, particularly in the field of machine transla-
tion (MT) (Sag et al., 2002) and information ex-
traction (Kovačević et al., 2013; Maldonado et al.,
2017). Translating MWEs accurately poses a sig-
nificant challenge for statistical and neural MT
systems (Han, 2022b; Han et al., 2021, 2020b).
The difficulty lies in the idiomatic, colloquial or
culture-specific nature of MWEs, which requires
a deep understanding of their meaning, context,
and cultural references (Moreau et al., 2018). Ad-
ditionally, MWEs can be interpreted into multi-
ple possible meanings, further complicating their
translation. Therefore, a parallel corpus that in-
corporates MWE annotation is expected to be use-
ful for improving the MT quality via system fine-
tuning and error analysis. However, Arabic seems
to lack a satisfactory corpus for such use. The lit-
erature describes several English–Arabic parallel
corpora. However, to the best of our knowledge,
none of these corpora includes the MWEs annota-
tion.

In this paper, we describe our ongoing effort
to extend AlphaMWE coordinated by Han et al.
(2020a), a multilingual parallel corpus with anno-
tation of MWEs, to the Arabic language including
both standard and dialectal ones, i.e. the Egyp-
tian and Tunisian Arabic. Arabic is a morpholog-
ically rich language and has been challenging for
state-of-the-art MT systems (MILAD, 2022). Fol-

https://github.com/aaronlifenghan/AlphaMWE
https://github.com/aaronlifenghan/AlphaMWE
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lowing AlphaMWE, our study primarily focused
on Verbal MWEs (VMWEs). A VMWE is de-
fined as a MWE whose canonical form has a verb
as its syntactic head (Markantonatou et al., 2017;
Ramisch et al., 2018, 2020) with popular examples
“kick the bucket”, “take ... for granted”, and “swal-
low someone’s pride”. We used state-of-the-art
MT engines to facilitate the standard Arabic cor-
pus creation and we will discuss the pros and cons
of different MT models on MWE-related transla-
tion errors. We carried out manual post-editing
and annotations by native Arabic speakers for this.
Regarding dialectal Arabic corpus, we translated
them from English from scratch, since the current
MT models do not cover dialectal Arabic transla-
tions and the quality from MT output is too low
to be useful, which also indicated the value of our
corpus creation. Overall, in this work, we not only
contribute to a series of parallel corpus on English-
Arabic with MWE annotations but also give qual-
itative and quantitative analysis on MT errors fac-
ing MWEs, which we hope will be valuable for
future MT research on this language pair.

The rest of this paper is organised as follows:
Section 2 describes previous work dedicated to
parallel Arabic corpora and compares our contri-
bution to the state of the art. Section 3 is a brief
introduction to the Arabic language. Section 4 ex-
plains the construction of the AlphaMWE-Arabic
corpus and the qualitative evaluation using exam-
ples from MT outputs. In Section 5, we offer more
quantitative and statistical analyses of the data an-
notation process using the human-in-the-loop met-
ric HOPE (Gladkoff and Han, 2022). Finally, Sec-
tion 6 concludes our paper and discusses perspec-
tives for future work.

2 Related Work

The development of machine translation for low-
resource languages is a widely studied challenge
in NLP (Ortega et al., 2021). Many efforts have
been made to create effective MT models. To train
these models, various parallel resources have been
proposed.

Ziemski et al. (2016) created the United Nations
Parallel Corpus, which consists of over 2 million
words of parallel texts in 6 official languages, in-
cluding English and Arabic. Another work that
includes Arabic is the multilingual parallel corpus
MultiUN (Chen and Eisele, 2012). It extends the
United Nations Parallel Corpus by including texts

from various sources such as the United Nations
and other international organisations.

In addition, several researchers have undertaken
efforts to construct resources for Arabic dialects.
Boujelbane et al. (2013) built a bilingual dictio-
nary that utilised explicit knowledge about the re-
lationship between Tunisian Arabic and Modern
Standard Arabic (MSA). Wael and Nizar (2012)
translated dialectal Arabic to MSA as a bridge to
translate to English. Bouamor et al. (2014) created
a multi-dialectal Arabic parallel corpus that con-
tains 2000 sentences in MSA, Egyptian, Tunisian,
Jordanian, Palestinian, and Syrian Arabic.

However, this previous work mainly focused on
the creation of lexical and grammatical parallel re-
sources using either manual or automatic methods,
without annotation of linguistic phenomena such
as MWEs.

To address this, there have been numerous stud-
ies aiming at creating monolingual corpora anno-
tated with verbal MWEs, such as the PARSEME
shared task corpora (Ramisch et al., 2020).
PARSEME is a multilingual initiative that targets
the parsing of MWEs in over 26 different lan-
guages, including MSA (Hadj Mohamed et al.,
2022), but they are not parallel data. To extend this
effort, AlphaMWE (Han et al., 2020a) not only fo-
cuses on the creation of multilingual parallel cor-
pora but also incorporates the annotation of MWEs
in both the source and target languages. So far, 4
languages are covered in AlphaMWE, namely En-
glish, Chinese, Polish, and German. However, as
we discussed earlier, there is a lack of such par-
allel corpora for Arabic, even though it is one of
the most spoken and used languages. In this work,
we develop an Arabic edition of AlphaMWE in-
cluding both the standard language and dialectal
varieties.

3 On Arabic Language

The term “Arabic language” today can refer to
either Modern Standard Arabic (MSA) or vari-
ous spoken vernaculars referred to as Arabic di-
alects. The classical form of MSA is used in re-
ligious texts, poetry, and formal writing, whereas
the dialectal form is used in everyday and collo-
quial conversation. We give in this section a brief
overview of MSA specificities.

Firstly, in MSA, there are no capital letters
and the use of punctuation marks is not widely
adopted in current Arabic texts (at least not reg-
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ularly). Secondly, Arabic tends to use long and
complex sentences with right-to-left writing, mak-
ing it common to find an entire paragraph with-
out any punctuation. Thirdly, as a Semitic lan-
guage, Arabic has a complex morphology. Indeed,
it uses concatenative morphology (agglutinated or
compound words), where words are formed via a
sequential concatenation process1. For example,
the sentence ‘then they will write it’ is presented
in Arabic as one word .فسيكتبونها In addition, the
Arabic language has some words that can add di-
acritical marks on top or below them to form new
words that have new pronunciations and meanings,
of which the new pronunciation is similar to the
ones from the original word. As a result, texts
without diacritical marks are highly susceptible to
ambiguity. For instance, the word/symbol علم (pro-
nunciation: Alam) can be diacritised in 9 different
forms (Maamouri et al., 2006) including علِم (“sci-

ence”, pronunciation: Elm), علَم (“flag”, pronun-

ciation: Alam), and م َّ علَ (“he taught”, pronuncia-
tion: Ellem), etc. Finally, another special aspect
of Arabic is its flexible word order, where the rear-
rangement of certain words in a sentence does not
affect its meaning. This is because the language
uses case markers, particles, and other linguistic
tools to clarify the connections between words, re-
sulting in a more flexible syntax compared to lan-
guages with a more rigid word order. For example,

“the boy went to the school” can be written in Ara-
bic in three forms: المدرسة إلى ذهب الولد (the boy
went to the school), المدرسة إلى الولد ذهب (went the
boy to the school), and الولد ذهب المدرسة إلى (to the
school went the boy). These unique features make
Arabic a challenging language for NLP tasks.

4 AlphaMWE-Arabic

Following AlphaMWE (Han et al., 2020a), we
used the PARSEME corpus for English as the
source language. The PARSEME corpus is well
established and provides a clear process of tagging
and categorisation. The English corpus used in
the PARSEME shared task was created by Walsh
et al. (2018), where 832 VMWEs were manu-
ally annotated across 7,437 sentences taken from
various topics and domains, such as news, lit-

1Agglutination is the process, common in Arabic, of ad-
joining clitics from simple word forms to create more com-
plex forms.

erature, and IT documents2. Overall there are
around 750 sentences extracted from the source
PARSEME English corpus that include VMWE
tags by AlphaMWE3. Furthermore, AlphaMWE
divided these 750 sentences into 5 portions (by
files) with the same size, i.e. around 150 sentences
each for cross-validation and system-tuning pur-
poses. We followed this process for the creation
of our three corpora: Modern Standard Arabic,
Tunisian Arabic, and Egyptian Arabic. We will
first introduce the workflow for creating standard
Arabic MSA including the usage of MT; then we
introduce the ones for the dialectal varieties.

4.1 AlphaMWE-MSA

For MSA, we translated the English source us-
ing a MT system in the loop of our process.
We favoured the use of the “MT plus post-
editing (MT+PE)” as the preferred option, rather
than translating from scratch via native speakers.
Henceforth, the translation process is more effi-
cient and the creation of the Arabic corpus was
made more easily. This, in turn, allowed us to
quantitatively evaluate the results and then finally,
post-edit the output to obtain our human gold stan-
dard. This pipeline will be further elaborated in
the next subsections. Our MSA corpus yielded
2,700 tokens. Our two native Arabic speakers
who carried out the post-editing work include one
Masters student from Egypt and one Ph.D. stu-
dent from Tunisia both studying NLP abroad for
their degrees as fluent English speakers. Follow-
ing the AlphaMWE creation workflow (Han et al.,
2020a), the post-editing was cross-validated by
having them double-check on each other’s first
edit edition. The amount of annotation, translation,
and evaluation work measured by time is around
15+ hours each.

4.1.1 MT Systems Comparison
We compared different MT systems on
the English-to-Arabic translation including
GoogleMT (Vaswani et al., 2017; Johnson et al.,
2017) and Systran Translate4. We give some ex-
amples of our comparisons in Figure 4.1.1, where
we used the colours green, red, yellow, and ma-
genta to indicate that categories of well-translated,

2https://gitlab.com/parseme/parseme_corpus_en
PARSEME English corpus

3https://github.com/poethan/AlphaMWE It includes
parallel Chinese, German, and Polish ↔ English

4https://www.systran.net/en/translate/

https://gitlab.com/parseme/parseme_corpus_en
https://github.com/poethan/AlphaMWE
https://www.systran.net/en/translate/


451

wrong, correct but unnatural and skipped. We
qualitatively evaluated the translation samples and
from which, we have the following findings:

• 1) when Systran MT output makes mistakes,
the errors are very severe, such as adding con-
text out of the blue, while GoogleMT’s out-
put still makes some sense when it is wrong.
For instance, in sentence 2 (Figure 4.1.1), the
phrase “jerked the paper out of view” was
translated by Systran MT into a completely
different context ً خجلا الورقة أزاغ (azāgh al-
w̄arakah khajalan / lit. ‘deflected the paper
shyness’) ‘he deflected the paper with shy-
ness’.

• 2) Systran has more correct translations on
entities. For example, the word "copyright"
in sentence 5 (Figure 4.1.1) is correctly trans-
lated by Systran MT to التأليف و النشر حقوق
while Google MT translated it as المؤلف حقوق
("the right of the author"). Although Systran
MT performs reasonably well on some trans-
lations, as shown in the previous example,
Google MT still performs better in terms of
semantic accuracy overall.

Our thought is that we want to reduce the work-
load for the professional post-editing step, and we
are keen to know more about how MT makes er-
rors and mistakes when translating MWEs and ver-
bal idioms. Therefore, we choose GoogleMT as
our engine with the following rationale: a) entity
errors can be fixed more easily than out-of-the-
blue errors; b) we can get more examples of how
MT fails in translating MWE-related content and
these examples can be valuable for future research
such as on guiding MT development.

4.1.2 Workflow Examples
We illustrate our workflow process with the fol-
lowing example sentence (Sentence 1). Firstly, we
carried out the automatic translation for the Ara-
bic target direction using Google Translate (output
in Sentence 2). Then, we post-edited the output
with annotation of the relevant target side VMWEs
that are in line with the source English ones as
shown in the example (Sentence 3). Finally, we
evaluated the Google translation quality using the
HOPE metric (Gladkoff and Han, 2022). The
HOPE methodology is used to assess the quality of
the Google Translation, taking into account expert
post-editing annotations and a scoring model that

assigns error penalty points based on error severity
and category (Charalampidou and Gladkoff, 2022).
In our example, Google Translate was unable to
preserve the idiom of the original statement. As a
result, the sentence’s idiomatic meaning is lost in
some cases.

(1) (Source)
But she did not give me any time of day.
lit.5 ‘But she did not pay me any attention’
|| ‘she ignored me’

(2) (Google Translation )
لي
lı̄
for-me

تحدد
taha. ded
pick.3.FEM.PAST

لم
lm
not

لـكن-ها
lakenn-hā
but-her

ال-يوم
al-lı̄ūm
the-dayy

من
mn
of

ال-وقت
al-w̄aqt
the-time

lit. But she did not pick for me the time of
the day

(3) (Human Gold Standard)
إهتمام
ihtemām
attention

أي
aı̄
any

تعيرني
ta‘ı̄rnı̄
pay.3.FEM.PAST

لم
lm
not

لـكنها
lakenn-hā
but-her

lit. ‘But she did not pay me any attention’ ||
‘she ignored me’

The different types of MT errors in HOPE are
described in (Gladkoff and Han, 2022) as follows:
Mistranslation (MIS): Translation distorts the
meaning of the source, and presents mistranslation
or accuracy error.
Style (STL): Translation has poor style, but is not
necessarily ungrammatical or formally incorrect.
Terminology (TRM): Incorrect terminology,
inconsistency of translation of entities (forms,
sections, etc.)
Impact (IMP): The translation falls short in
clearly conveying the intended message (even if
it may be accurate word-for-word, a good transla-
tion should not rely solely on literal equivalence
and should have a clear expression of the central
idea).
Missing Required Adaptation (RAM): The
source has errors and needs correction, or requires
significant adaptations for the target but the
translator failed to make these changes.
Ungrammatical (UGR): Translation is ungram-
matical - needs to be fixed to convey the meaning

5We follow the PARSEME corpus format, using ‘lit.’ as
starting mark followed by literal translation and meaning
equivalent translation.
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properly.
Proofreading Error (PRF): Linguistic error
which does not affect the accuracy or meaning
transfer, but needs to be fixed.
Proper Name (PRN): Named entity translation
error.

We added two new error types to accommodate
our post-editing and evaluation tasks on English-
to-Arabic MT output:
MWE Missed Chance (MMC): Indicate when
the MT output on source MWEs is either wrong
semantically or correct translation but without us-
ing the corresponding correct MWEs in the target
(in the situation when there is indeed such MWE
in target).6

Skipped Word (SKP): Highlight when the MT
system failed to translate a certain word that was
important to the context.

In the scoring calculation of HOPE, there are
score ranges from 0 to 16 (0, 1, 2, 4, 8, 16) in-
dicating none, minor, medium, major, severe, and
critical errors assigned to each error type. Then
the overall penalty score of a segment or sentence
(PSS) is used to classify the MT output into - cor-
rect (unchanged): PSS score 0, good enough: PSS
score 1-to-4, or with major errors (requiring fix-
ing): PSS score 5+.

Table 1 gives an example of evaluating these
error types and their scores using our Source (1),
MT output (2), towards the correct translation (3).
In this example, the existing error types include
MMC and IMP, with their severity level of 8 and
16 and the overall sentence level penalty point is
24. This indicates that the MT output sentence be-
longs to sentences with a Major error category.

In Section 5, we will report the statistical errors
over all 150 segments.

4.2 Dialectal Arabic
As we previously mentioned, dialectal Arabic is
used in everyday conversation, and with the ex-
plosion of social media it is inevitable that a great
amount of the linguistic data digitally available is
Dialectal. MWEs are also more prevalent in di-
alectal Arabic due to the idiomatic nature of infor-
mal speech. However, there are a few challenges
with Dialectal Arabic. Firstly, it is not standard-
ised, meaning there is no standard spelling which

6In the situation when there is no corresponding MWE in
the target, we add the literal translation in place of no real
MWE.

Error type score severity
MMC 8 Severe
MIS 0 None
STL 0 None
TRM 0 None
IMP 16 Critical
UGR 0 None
PRF 0 None
SKP 0 None
Sum 24 Major

Table 1: An Evaluation Example using Source
Sentence (1) and MT Output Sentence (2) Toward
the Correct Translation (3) using HOPE Metric (in-
cluding each error type and overall sentence level)

may incur multiple readable spelling variations of
the same word. Secondly, very little work has
been done on dialects in the context of MWEs.
Thirdly, and perhaps most importantly, there is a
large number of different dialects when it comes
to Arabic. We focus in our work on both Egyptian
and Tunisian Arabic.

Since there is no MT system that translates into
Dialectal Arabic we opted to translate the source
from scratch. Our Tunisian Arabic corpus contains
2,495 tokens and our Egyptian Arabic corpus con-
tains 2,055 tokens.

5 Statistical MT Error Analysis

Evaluation of HOPE tasks can be carried out both
with and without a final human-generated refer-
ence translation. Regardless, the evaluator as-
sesses errors based on the HOPE quality metrics
and assigns a score based on the severity of the er-
rors using a penalty points system. In this task,
we will generate a gold standard translation for
the purpose of our open-source parallel corpus cre-
ation. Figure 2 shows the statistics from the HOPE
metric on the ‘aa’ portion, one of the five files (aa
to ae) included in the AlphaMWE corpus, on the
percentage of MT output sentences that falls into
‘un-changed (correct)’, ‘minor errors’, and ‘ma-
jor errors’. The scoreboard shows that only 35%
of MT output sentences are correct, and there are
44% and 21% of sentences having minor and ma-
jor errors.

Table 2 shows more details and statistics of each
error type from the HOPE metric evaluation. From
Table 2, we can see that the largest ratio of error
type is IMP, i.e. the “Impact” error. Then the
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All error types:

Mistranslation (MIS)
Style (STL)
Terminology (TRM)
Impact (IMP)
Missing Required Adaptation (RAM)
Ungrammatical (UGR)
Proofreading Error (PRF)
Proper Name (PRN)
MWE Missed Chance (MMC)
Skipped Word (SKP)

Figure 2: Evaluation Results using HOPE Metric on 150 Segments including Correct Translations (blue,
PSS score = 0), Minor Errors (orange, 1 < PSS < 5), and Major Errors (green, PSS > 5).

Error type MMC MIS STL TRM IMP UGR PRF SKP All PPS
Total Penalty Scores 76 68 69 39 114 37 46 6 455

Ratio out of total segments 17% 15% 15% 9% 25% 8% 10% 1% 3.03

Table 2: Penalty Score Ratios of Each Error Type and Average Penalty Scores of Each Segment from 150
Segments using HOPE Metric. The ‘total penalty score’ is the sum of all penalty score values from the
same specific error type across all 150 segments. The ‘Ratio out of total segments’ values are calculated
by the specific penalty scores divided by the All sum (455), except for the last value in the bottom right
corner PPS (Penalty Points per Segment) which is calculated by all Penalty scores divided by all segment
numbers, i.e. 455/150. The Average Penalty Point per Segment is 3.03 overall for all tested segments.

newly added error type MMC, i.e. “MWE Missed
Chance”, has 17% of all error weight. The next
most common error types are followed by MIS,
STL, and PRF representing “Mistranslation, Style,
and Proofreading Error”. On average, each seg-
ment received 3.03 penalty points.

6 Discussion and Future Work

To bridge the gap in the parallel corpus of
English-Arabic with MWE annotations, we cre-
ated AlphaMWE-Arabic, an Arabic edition of the
AlphaMWE corpus. This is another step further to
facilitate low-resource language processing includ-
ing dialectal ones and can be useful to both multi-
lingual and monolingual MWE-focused research.

During our creation, we introduced two new er-
ror types to the HOPE metric, and the experimen-
tal results show that MWE-related errors have a
big ratio out of all error types. This reflects that
the current state-of-the-art MT systems are still
far from reaching human parity as they falsely

claimed sometimes, which was partially due to
their limited evaluation setting (Läubli et al., 2018;
Graham et al., 2020; Han, 2022b).

For the standard Arabic corpus, we had two na-
tive speakers who carried out the post-editing and
annotation. The corpus quality was ensured by
cross-validation, i.e. having the second person
check on the output from the other person’s first
edit. However, to quantitatively measure the inter-
annotator agreement (Gladkoff et al., 2023) levels,
in the future, we plan to design some experiments
on calculating how much chance they agree with
each other on the MT output quality and on the
post-editing, e.g. to target MWEs vs non-MWEs.

Following the AlphaMWE open-source project,
we plan to extend our corpus to a larger size and
launch an open research project call where re-
searchers can contribute and volunteer for the ex-
tension of the English-Arabic corpus. We have
shared tasks in mind by contributing our corpus as
a MWE-focused MT challenge, e.g. using human-
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in-the-loop MT evaluation metric HilMeMe that
looks into MWEs (Han, 2022a).

Limitations

In this work, we prepared a small-sized parallel
corpus of English-Arabic with multiword expres-
sion (MWE) annotations, around 750 sentences
directed from AlphaMWE (Han et al., 2020a).
While we think this is an important step towards
such kinds of resources, we do believe the size
of our corpus can be enlarged via further develop-
ment, such as recruiting volunteering profession-
als from translation backgrounds. Regarding di-
alectal Arabic, we offered Tunisian and Egyptian
ones with the resources available. However, we
can expect more dialectal Arabic to be added to
this work if more native speakers are available. We
used a human-in-the-loop metric HOPE to evalu-
ate the GoogleMT output which gives a relatively
transparent output on how many percents of the
errors were made and how many percents of auto-
matic translations fall into minor errors vs major
errors. In a possible extensive investigation, we
can apply more metrics to generate more diverse
evaluation outputs, including fully automatic met-
rics.

Ethics Statement

There are no ethical issues with the work we car-
ried out in this paper, including the corpus we cre-
ated. Our Arabic corpus is translated from the
source English one that has been validated and
checked by the PARSEME shared task organis-
ers and released publicly in 2018 (Ramisch et al.,
2020, 2018).
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