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Abstract

An increasing amount of multimodal record-

ings has been paving the way for the develop-

ment of a more automatic way to study lan-

guage and conversational interactions. How-

ever this data largely comprises of audio and

video recordings, leaving aside other modali-

ties that might complement this external view

of the conversation but might be more diffi-

cult to collect in naturalistic setups, such as

participants brain activity. In this context, we

present BrainKT, a natural conversational cor-

pus with audio, video and neuro-physiological

signals, collected with the aim of studying in-

formation exchanges and common ground in-

stantiation in conversation in a new, more in-

depth way. We recorded conversations from

28 dyads (56 participants) during 30 minutes

experiments where subjects were first tasked to

collaborate on a joint information game, then

freely drifted to the topic of their choice. Dur-

ing each session, audio and video were cap-

tured, along with the participants’ neural sig-

nal (EEG with Biosemi 64) and their electro-

physiological activity (with Empatica-E4). The

paper situates this new type of resources in the

literature, presents the experimental setup and

describes the different kinds of annotations con-

sidered for the corpus.

1 Introduction

Language processing in a natural context is inher-

ently multimodal, and many studies have been de-

voted to better understanding how the interactions

between the different channels leads to a better un-

derstanding between participants of a conversation.

Interaction theories (Pickering and Garrod, 2021)

postulate that this understanding is based on an

operation of information transfer between partici-

pants, leading to the establishment of a common

ground of knowledge. These processes happen at

different levels, and the encoding and transmitting

of information can be manifested through various

cues for the different sources. These include feed-

back from gestures, gaze and facial expressions

(Bavelas et al., 2000) and are also manifested at the

physiological level with variations in respiratory

rate, heart rate, skin temperature, etc. (Włodarczak

and Heldner, 2016). Less perceivable to the other

speaker but not less interesting for the understand-

ing of their behavior, the brain activity denote of

specific rhythmic activity when alignment between

speakers occurs in a conversation, with the 10-

12Hz (mu) frequency band presenting a specific

pattern in the integration of mutual information

during an interaction as well as in the coordination

between speakers (Mandel et al., 2016; Pérez et al.,

2017b; Menenti et al., 2012; Silbert et al., 2014).

These new perspectives have laid the ground for

investigations of natural conversations using neuro-

physiological elicited; however enterprises into this

domain remain few in number, for various reasons.

The main constraint indeed remains the technical

difficulty to create a corpus of natural conversations

condensing all of the aforementioned information

sources, as movement inherent to speech might im-

pede on the quality of the measured brain activity.

Furthermore, though models of how the different

sources of information interact during a conver-

sation might exist for subsets of the modalities,

there is to date no existing global view detailing

how audio, video and neurophysiological features

in a conversation interact to build and exchange

meaning. Furthermore, information can be trans-

mitted and integrated in a local time frame (at the

given moment when it appears in conversation) but

also with delay, impacting the conversation as a

whole. Finally, the question of which experimental

design to use to capture the progressive building

of the common ground in the conversation needs

to be resolved, as conversational tasks might be

too constrained to correctly explain conversational
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behavior in the wild, and on the other hand free

conversation being too reliant on external exist-

ing internalised world representations to accurately

model and label the different types of information

received.

We aim with this paper at addressing some of

these questions and presenting a new, original re-

source for language processing studies. We de-

scribe below in greater detail our methodological

approach to setting up an adequate experiment for

acquiring synchronised multimodal natural conver-

sation recounting of the progressive building of

a shared knowledge base, the first steps of pre-

processing techniques applied for data cleaning

and the results we obtained from the early analy-

ses. The originality of this project lies in two as-

pects. First, we combined existing conversational

tasks to induce a discussion where information

transfers could be observed and common ground

build on gradually, starting from a very controlled

environment and increasingly releasing the con-

straints on conversational vocabulary and topics.

Seconds, we recorded various types of data, namely

audio, video, physiological and brain activity, all

of which are crucial when studying natural con-

versation. Compared with recent research which

adopted light EEG headset that traded off commod-

ity for recording quality (Park et al., 2020), we

aimed at developing a protocol for recording every

modality with great quality.

Sections 2 and 3 detail our goals for setting up

such an experiment and the context in which it

is set. Next, we outline in sections 4 and 5 our

experimental protocol. Section 6 describes the pro-

cessing steps realised on the data to ensure quality

and synchronisation between the different modali-

ties recorded, and Section 7 presents the first few

analyses we ran on the corpus.

2 Scientific Goals

Unlike language models that learn from massive

amounts of data from data sources of various qual-

ities, simulating good language capabilities but

failing at delivering a precise description of hu-

man language processing, models aiming to better

understand language capabilities usually focus on

smaller and well-curated datasets. Acquiring data

for studying conversation in a natural context re-

mains complex because of the heterogeneous na-

ture of the different sources of information that can

be collected and analysed. If audio/video record-

ings are quite widespread, this is not the case

of neuro-physiological recordings which, when

they exist, are in limited quantity. A dataset al-

lowing for the extensive study of conversational

markers concurrently using audio, video and neuro-

physiological modalities does not currently exist.

With this work, we aim for two goals: first, devel-

oping a protocol for acquiring adequate resources

for the neuro-physiological study of conversational

behaviours in a natural setting; and secondly, de-

signing new resources for the study of information

transfer and common ground instantiation in free

conversation.

With these research questions, an important fea-

ture for designing experimental protocols is bal-

ancing the conversation environment. Constrained

experimental tasks such as the MapTask (Ander-

son et al., 1991) are indeed great at generating

conversational attempts, measuring task successes

and failures and linguistic alignment; information

transfers are clearly identifiable and conversation

evolution can be parameterized. They are however

restrictive and not representative of most conversa-

tional behaviors, which can cover a wide range of

topics and usually rely on knowledge far from the

experimental context, conversational schemes and

experience specific to a speaker. For these reasons,

information transfers are more difficult to study

in natural conversation, as they can take a larger

range of shapes and intensities. With this in mind,

we recorded participants through a several tasks

experiment, designed so as to progressively release

the constraints on conversational topics and gradu-

ally allow for the introduction of new vocabulary,

concepts and knowledge to the conversation. Each

30 minutes experiment starts with a 15min collabo-

rative video game where one player possesses all

information relative to solving the game and must

instruct the other player who operates the game.

Once this controlled task completed the experi-

ment then moves on to the discussion of personal

views, with a moral dilemma that participants have

to discuss and agree on, before finally moving on to

the topics of their choice and a freer conversation.

Participants familiarity and mutual knowledge pro-

gressively increase throughout the course of these

experiments (dyads were not acquainted before the

experiment), offering a way into the study of their

progressive alignment. The combination of these

very different tasks also allows for the comparison

of communication strategies and efficiencies be-
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tween very specific contexts and completely free

conversation.

We collected 28 such interactions (∼14 hours)

between French speakers, complete with the record-

ings of their verbal, behavioral, physiological and

neurological activities and later enriched with var-

ious annotations and descriptors for the different

modalities (transcription and morpho-syntactic la-

beling, facial landmarks and movement annota-

tions, moments corresponding to information ex-

changes...). When collecting such corpora, a spe-

cific attention must be paid to the technical difficul-

ties that arise, namely the synchronisation between

all modalities and how behaviors in one modality

might affect the collected quality of another. It

is for instance necessary to find a good tradeoff

between EEG signal quality, which can be very

affected by sources of noise such as gestures and

speech, and the degree of freedom given to partici-

pants for the experiment be considered naturalistic.

The corpus will then be used to study conversa-

tional patterns across all collected modalities, as

the progressive alignment of speakers in conversa-

tion can be observed in their verbal (reuse of lexical

terms, prosodic similarity), behavioral, physiologi-

cal (respiratory, heart rate etc) but also neurological

activity (Pérez et al., 2017a). Physiological and

neurological correlates for information transfers,

speakers alignment, parameters for the success of

an interaction will be investigated, both at local and

larger scales.

Despite the focus of the experimental design

on generating information transfer between partic-

ipants, the inclusion of a free conversation task

will allow for the wider reusability of the rare cor-

pora for other research questions which might ben-

efit from any kind of multimodal setups. Finally,

increasing our understanding of human linguistic

behaviors might find applications for the improve-

ment of Human-Machine interfaces.

3 Related works

3.1 Multimodal datasets

Several datasets have been acquired targeting a set

of modalities similar to ours (audio, video, phys-

iological and neural signals). Most of them have

been designed in perspective of the study and pre-

diction of emotions, more specifically arousal and

valence. Among the most renowned, we can men-

tion DEAP (Koelstra et al., 2011), MAHNOB-HCI

(Soleymani et al., 2011), DREAMER (Katsigian-

nis and Ramzan, 2018) and AMIGOS (Miranda-

Correa et al., 2021).

Recently, the push for naturalistic experimenta-

tion seems to have stimulated the interest in this

topic. Despite known hurdles, several datasets per-

taining to multimodal conversation and including

neurological data have been collected, such as K-

Emocon (Park et al., 2020) or the Badalona corpus

(Blache et al., 2022). These acquisitions however

remained limited, both in the duration of interac-

tions recorded as well as in the quality of neuro-

logical data acquired, as only light headsets were

used.

3.2 Video games as an experimental paradigm

In addition to free conversation, we include in

our paradigm a more controlled conversational

task, a game setup fostering information exchanges.

Rather than using the MapTask (Anderson et al.,

1991) - which is a common design for eliciting in-

formation exchanges and conversation - we turned

to video games for a more immersive design.

The use of video games in experimental

paradigms has soared over the past few decade

(Washburn, 2003; Lim and Holt, 2011) as games

provide both incentive for the recruitment of partic-

ipants, and by their design ensure the continuous

engagement of participants in the task. Games have

also been found to be appropriate tools to elicit and

study human interactions and spontaneous natu-

ral conversations (Duran and Lewandowski, 2020;

Ward and Abu, 2016). Despite the large number of

existing games than can be tuned to the research

questions, it is however often necessary to adapt

the setup, either to allow for the exact control of

stimuli, or to monitor participants actions during a

task.

We propose a setup using the game Keep Talk-

ing and Nobody Explodes, a collaborative game

between two (or more) players which has been used

previously to study communication in virtual set-

tings (Baker, 2018). Similarly to the MapTask, this

games requires the two participants to share the

information they have in order to succeed with the

task.

4 Data Collection Setup

4.1 Materials and Methods

When humans interact, various modalities are used

to transmit a message across. Visual clues such

as facial expressions and gestures complement the



694

linguistic content uttered; prosody might enhance

understanding or give away a speaker’s state of

mind. Conversational phenomenons such as conver-

gence and alignment between participants can be

observed in those channels, but also in neurophysi-

ological data, which are affected by mental states

and emotions. Considering the various modalities

are correlated and complementary, we record the in-

teraction between participants at various levels, us-

ing audio, video, and neurophysiological devices.

Both participants were equipped with head mi-

crophones (AKG C520) and filmed from the front

by a camera (Canon XF105) located behind the

other participant and hidden by a green sheet. The

microphones recorded the audio at 48kHz/16 bits

and were connected to a RME Audio Inferface for

sound quality and gain control. The sound was then

sent both to a computer for recording (Audacity)

and to the cameras for synchronisation with the

video.

Participants brain activity was recorded using the

BioSemi ActiveTwo system with headcaps with 64

electrodes.

Finally, Empatica E4 wristbands were used to

log participants physiological parameters during

the interaction. Those include blood volume pulse

(BVP), electro-dermal response (EDA), inter bit

interval (IBI), heart rate (HR), skin temperature

(TEMP), and also behavioural information using a

3 axis accelerometer (ACC). Despite being moni-

tored by the same device, physiological parameters

are recorded with different frequencies (see Table

1 for details).

Auditory, visual and numerical (EEG) triggers

were included across all modalities so as be able

to reconstruct the multimodal signal (see Section

6.1).

All data collection sessions were conducted in

a sound-proof room with controlled temperature

and illumination. The two participants sat across a

table facing each other with a distance in between

for a comfortable communication (see Figure 1).

4.2 Post-Experiment Questionnaire

Participants were asked to answer several question-

naires after the completion of their tasks, both a

record of their subjective analysis of the experiment

and a log of their personality.

In line with existing research (Baker, 2018), we

included a shortened version (9 questions) of the

trust measure developed by (Couch et al., 1996).

Devices Collected data Sampling rate

3-axis acceleration 32Hz
BVP 64Hz

Empatica E4 IBI n/a
Wristband Heart Rate 1Hz

EDA 4Hz
Body Temperature 4Hz

BioSemi 64 EEG 2048Hz

Canon XF105 video 25fps
AKG C52 audio 48kHz

Table 1: Mobile devices used and data recorded.

Figure 1: Diagram of the setup: both participants are

installed facing each other, separated by a table (about

1.4m wide) and material used during the tasks. Cameras

were positioned opposite to the participant they were

filming, above the other participant’s left shoulder.

Figure 2: Video montage of the feed captured by the two

cameras during the experiment, with the participants in

gear.

The communication questionnaires included a 5-

item team effectiveness measure (Gibson et al.,

2003) to gauge their assessment of their perfor-

mances during the first task (game), as well as

an evaluation of the fluency of their transmissions

on the Communication Quality Scale (González-

Romá and Hernández, 2014) (both tasks). Finally,

as involvement in a conversation is a key feature

of communication success, we included questions

targeting their perception of both participants en-

gagement throughout the experiment.
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5 The Experiment

5.1 Participants

56 participants (age: 22.6 ± 3.6 yo; 44 females

for 12 males) were recruited between November

and December 2022 based on postings on lab’s the

social network accounts and in nearby universities.

Participants were French natives who were required

to have normal to corrected vision with no color-

blindness, no history of neurological disorder nor

photosensitive epilepsy. We checked that the two

participants of a dyad were not acquainted with one

another, so that the experiment would not be biaised

by pre-existing shared communication schemes.

5.2 Data Collection Procedure

Data collection sessions were conducted in five

stages: 1) Onboarding 2) Installation 3) Material

check and instructions 4) 2-task Experiment 5)

Post-experiment questionnaire. Two to three ex-

perimenters administered each session.

Onboarding Upon arrival, participants were

each provided with two consent forms to sign.

Upon agreeing with participating with the research,

they were given an additional document contain-

ing the instructions for both tasks (see Section 5.3).

They were then asked to decide among themselves

which role they would have in the experiment.

Installation Participants were prepped in sepa-

rate rooms, so that any chitchat during the installa-

tion of the recording equipment would not affect

the tasks, which required the participants not to

have any knowledge of one another. Measures

were taken of the participants heads so as to chose

the best fit for the EEG caps. Participants were

then setup with the equipment in the following or-

der: first, three EEG electrodes used for references

were placed, one under the left eye and two under

each mastoid. Secondly, the head microphone was

placed. Finally, the EEG cap was placed. Elec-

trolyte gel was applied on the subjects heads be-

fore connecting the electrodes, bridging the gap

between the scalp and the measurement probes.

Electrodes were positioned following the Interna-

tional 10-20 system. Participants were then moved

to the experiment room and the Empatica E4 wrist-

band was placed on their arms.

Material check and Experiment instructions

Participants were placed in the experiment room

following the diagram in Figure 1. Participant 1

(P1) was given the computer and two tutorials to

complete, so as to learn how to interact with the

game for the experiment. Participant 2 (P2) was

given the game manual for the bomb defusal and

a few minutes to browse through it; they were in-

structed not to try too hard to understand it (which

can be difficult with no knowledge of the game) but

rather prioritise understanding of the manual struc-

ture and how to lookup information during the task.

Concurrently, EEG signal quality and electrodes

impedances were checked; gain for both micro-

phones was adjusted. Once both participants were

ready, final instructions were given and recording

equipment was started: cameras first, then E4 wrist-

bands, audio and eeg recording. Experimenters left

the box.

Experiment Three audiovisual triggers informed

the participants of moments to start the experiment,

switch tasks, and finish. As conversational progress

was favored over exact task duration, they were told

to ignore the stopwatch appearing on the computer.

Both tasks were to last for about 15 minutes, with

one experimenter keeping track of the conversation

so as to trigger the task end in adequate moments.

Post-experiment questionnaires Upon tasks

completion, participants were quickly unequipped

and given the link to the post-experiment question-

naire, hosted on FindingFive1 (see Appendix C).

They were to fill the questionnaire without exchang-

ing with the other participant on their impressions,

but an experimenter remained with them to answer

possible questions. Completing the questionnaire

would unlock payment through the platform.

5.3 Tasks

The experimental session consisted of two tasks: a

controlled conversational task and a free conversa-

tion task, amounting in total to about 30 minutes.

Each task is described in more detail below.

5.3.1 Keep Talking and Nobody Explodes

Keep Talking and Nobody Explodes2 is a collabora-

tive game for two or more players, freely available

to the public on the game platform Steam. The

developers encourage the use of the game for non-

commercial educative or company events as long

as a licence has been purchased for every computer

it runs on.

1https://findingfive.com
2https://keeptalkinggame.com

https://findingfive.com
https://keeptalkinggame.com
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Figure 3: Screenshots (front, side, back) of the bomb the participants team had to defuse, as it appeared for P1.

There are 7 modules to defuse on the bomb. A timer and an error counter are included but not for the defusal in our

case.

Upon arrival, participants were introduced to the

general concept of the game and the two possible

roles they could have. They had to collaborate

to defuse the bomb in a video game. They could

either play as the bomb defuser (P1), interacting

directly with the game interface, or the expert (P2),

holding the bomb manual and being the knowledge

reference for the bomb defusal.

Manual The bomb manual participants used was

almost identical to the game version. The biggest

edit consisted in the removal of pages that were

irrelevant to the experiment and a few addendum

meant to help new players grasp the concepts of the

game quickly and locate information. One of the

module pages was also edited to match the setup

customisation.

Game configuration In order to ensure customi-

sation to our needs as well as identical reproduction

of the bomb design accross all experiments (which

is not present by default in the game), several mods

are used in the experiment. Mods are player-coded

adds-on to the game allowing for customisation,

from adding levels and modules to the bombs, to

creating controlled experiments. In our setup, the

Dynamic Mission Generator3 (DMG) was used to

configure the bomb. The DMG relies on the Mod-

Selector4 to be installed to run. Considering our

interest was more on discussion mecanics rather

than performance, we chose a configuration of the

bomb (see Figure 3) such that most new player

teams would either not manage to defuse the bomb

in time, or manage but with very little time left.

3https://github.com/red031000/

ktane-DynamicMissionGenerator
4https://steamcommunity.com/

sharedfiles/filedetails/?id=801400247

5.3.2 Free Conversation Task

The participants were given a moral dilemma to

discuss during the Free Conversation task. The

participants’ goal was to discuss the possible out-

comes of the dilemma and to eventually agree on

a solution. When they had agreed on a solution,

they were enjoined to learn about each other. The

discussion was to last for around 15 minutes; the

document listing the instructions was left in the

experiment room and could be consulted by the

participants at any time.

The moral dilemma used is known as the ”hot-

air balloon” dilemma and is commonly used in

research to elicit natural conversations (Koskinen

et al., 2021):

A hot-air balloon is losing altitude and is

about to crash. The only way for any of

the three passengers of the balloon to sur-

vive is that one of them jumps to a certain

death. The three passengers are: a can-

cer scientist, a pregnant primary school

teacher, and the husband of the teacher,

who is also the pilot of the balloon. Who

should be sacrificed?

Conversation excerpts and details about the

game configuration are available in Appendix A.

6 Data Pre-processing

6.1 Synchronization

Synchronisation is primordial for the optimal use

of the corpus. However, since the modalities were

recorded through separate means, several strategies

were used to ensure that the data could correctly be

synchronised properly:

• Audio-Video: a clapperboard was used to cre-

ate an audio-visual trigger at the beginning of

https://github.com/red031000/ktane-DynamicMissionGenerator
https://github.com/red031000/ktane-DynamicMissionGenerator
https://steamcommunity.com/sharedfiles/filedetails/?id=801400247
https://steamcommunity.com/sharedfiles/filedetails/?id=801400247
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the experiment. Furthermore, separate record-

ings were made of the audio signal (cameras

and computer using the RME software)

• Audio-EEG: tasks in the EEG recording were

delineated by triggers, which were accompa-

nied by an audio-visual signal.

• Video-Empatica wristband: at the start of each

experiment, the pressing a button on the watch

flashed a led, which is captured by the camera

and recorded as a timestamp in the device

memory.

Alignment check between the different modal-

ities was realised mostly automatically using

Python, with human verification and correction for

a few files.

For all experiments, Camera 1 audio-video sig-

nal was used as a reference. Camera 2 is aligned

at the video frame level during montage, so that

the experiment start clap happens simultaneously

in both videos. Refining is then done for the audio

using Python: each channel of the RME signal is

separately aligned to the corresponding channel in

the camera signal, then the difference between the

two RME channels is used to realign both audios

in the camera signal. The RME signal was not

kept (despite a better audio quality) as in some files

the audio seemed to skip short (0.2s in average)

parts of the conversation, desynchronising from the

video.

The video signal is then synchronised to the

video signal from the Empatica wristbands.

There was no issue concerning the synchronisa-

tion of the EEG brain signal from the 2 participants

as both participants were recorded simultaneously

by BioSemi ActiveTwo. The synchronisation of

EEG to the other modalities relied on the detection

of the simultaneous audio-EEG trigger in the au-

dio signal. The frequency used for the trigger was

very distinctive (2793.82Hz, F7 on a keyboard),

which could be localized accurately during silence

moment that preceded the start of the experiments.

EEG and Empatica files were trimmed / padded

to match the start and duration of audio and video

files.

6.2 Data Quality

As this kind of audio-video setup has been re-

alised before (Blache et al., 2022; Amoyal et al.,

2020), our main concern was the brain signal qual-

ity. We used MNE-Python (Gramfort et al., 2013)

to preprocess the EEG data, splitting speakers sig-

nals into separate files, applying first preprocess-

ing steps. Filters were applied to remove activity

outside of the 1Hz-70Hz band, bad channels and

channels with correlated activity were located and

interpolated channels correlated activity. Finally,

the extended infomax ICA algorithm (Lee et al.,

1999) was run to identify bad components in the

signal. Automatic labelling of ICA components

was used to facilitate component annotation and

run using ICLabel (Li et al., 2022).

Two files were automatically rejected during pre-

processing because of noisy signal and a high num-

ber of bridged electrodes.

6.3 Annotations

A two steps procedure is used to generate automatic

transcriptions of the corpus: first, units of continu-

ous speech (IPU) without pauses longer than 200ms

(IPU) are identified in the speech signal; each IPU

is transcribed using Wave2Vec2.05 (Baevski et al.,

2020). The transcripts are then manually checked

and corrected. Finally, word and phonemes align-

ment to the audio signal, and Part of Speech tag-

ging are realised using SPPAS (Bigi, 2012). Addi-

tional high level annotations such as the different

themes of the conversation are added using Chat-

GPT6 (Ouyang et al., 2022). Regarding the video

modality, video analysis pipelines such as Open-

Face’s (Baltrusaitis et al., 2018) FeatureExtraction

are used to compute head movements and gaze.

The generated coordinates for facial landmarks and

actions units are then fed into the HMAD (Rauzy

and Goujon, 2018) R library for extraction of nods

and smile annotations.

Additional annotations will be added in the fu-

ture to support the investigations into information

transfers in conversation and other research ques-

tions that may arise.

6.4 Dataset Organisation

The BrainKT dataset is available upon request on

Ortolang7.

Each file is tagged by collection date (<date>),

dyad initials (<dyad>), participant identifier

(p<X> or participant initials <ipart>) and

5A fine-tuned model for french was used
bofenghuang/asr-wav2vec2-ctc-french

https://huggingface.co/bofenghuang/

asr-wav2vec2-ctc-french
6https://openai.com/blog/chatgpt
7https://hdl.handle.net/11403/brainkt

https://huggingface.co/bofenghuang/asr-wav2vec2-ctc-french
https://huggingface.co/bofenghuang/asr-wav2vec2-ctc-french
https://openai.com/blog/chatgpt
https://hdl.handle.net/11403/brainkt
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General Number of dyads 28
Participants average age 22.6 ± 3.6
Participants gender 44F - 12M
Total corpus duration (hours) 14
Number of words (KTaNE game) ≈60k
Number of words (free conversation) ≈75k

Task1 Average number of cleared modules 5.3 ± 1.5
Median number of cleared modules 6
Average number of errors 13.8 ± 16.3
Median number of errors 8
Max number of errors 70
Shortest defusal 13min
Number of groups defusing the bomb 6

Task2 Average duration of the dilemma topic in conversation 6min ± 4min
Shortest time spent on the dilemma 35s
Character sacrificed most times pilot
Average number of themes in conversation (automatic annotation) 12.7 ± 3.7

Table 2: General analysis of the corpus

task identifier (t1 or t2) depending on the

requirements of the modality. Therefore

each file is named based on the pattern:

bkt-<date>-<dyad>(-p<X>)(-t<i>)

metadata this folder contains csv files for EEG

data quality, experiment results, temporal markers

of events in the experiment, and anonymised par-

ticipants answers (.csv) to the post-experiment

questionnaire.

video for each experiment, the video .mp4 mon-

tage of the two camera recordings of the partici-

pants, and the view on the computer screen during

the first task

audio for each experiment, a .wav file with two

channels (first channel being P1, and second chan-

nel P2)

e4 for each participant, a JSON file containing

the physiological signals recorded by the wristband

(heart beat, movement...)

eeg-raw for each participant, a .fif file (MNE-

Python format) of the aligned signal

eeg-task for each task, a .edf file containing

the preprocessed EEG data, from task start trigger

to task end trigger

transcript for each experiment, a .eaf file with

the transcripted utterances for each participant

(-<ipart>)

Audio, physiological and neurological

(eeg-raw) data are aligned to the video signal

(start / end), as can be seen in Appendix B.

7 Dataset Analysis

A first analysis of the corpus can be done based

on experimental videos, transcripts and question-

naire answers (see Table 2). Overall, most players

had a very sparse gaming activity and had either

never heard of the game, or heard of it and never

played (knowledge on average: 0.32 / 3). They

rated their engagement during the experiment as

rather high (4.5±0.6/5 overall). During the first

task, most groups did not manage to defuse the

whole bomb (only 6 did so) but still came close

to finishing (5 modules solved on average). The

module that was solved the most times is the Wires

module placed on the front of the bomb. The mod-

ule solved the least amount of times was the Simon,

also placed on the front face. A detailed account

of game statistics is given in Appendix D. The free

conversation (Task 2) has about 25% more words

than the game (Task 1), as participants would have

had needed to take the time to try and understand

how the game worked and mostly did that by mut-

tering to themselves or reading the instructions in

their minds. In Task 2 however, the conversation

flowed more naturally.

8 Conclusion and Perspectives

In this paper, we presented a procedure for col-

lecting new types of naturalistic corpora including

a larger number of sources of information (audio,

video but also physiological and neural signals) and

the dataset collected as a result. The perspectives

of use of this data are numerous: as a language

resource, this dataset can be used in the study of

convergence and alignment between participants in

a conversation, through its tasks gradually releasing
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the constraints on conversation. The neurological

part of the data can be used to further the research

into natural conversation procedures and how to

deal with noise and movement when running such

experiments. But most interestingly, this new kind

of corpora opens the way to the possibility of mul-

timodal models complementing audio-video anal-

ysis with neurophysiological cues. Future works

will focus on enhancing the dataset with additional

annotations and a more in-depth analysis of the cor-

pus. The dataset is being made available through

the Ortolang repository.
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A Tasks details

A.1 Conversation excerpt

Excerpts for each task can found in Table 3.

A.2 Game resources

The first task relied on existing resources: the Keep Talking
and Nobody Explodes game with its computer version and
online manual, and adds-on developed by the gaming commu-
nity. Minimal adjustments were made to the player manual
to adapt it to our configuration (no time nor error limit, re-
duced variety in modules) and so that new players could grasp
the context faster. Figure 4 shows two pages taken from the
adapted manual.

For the bomb, variations on module combinations and
game seeds were tested until we obtained a satisfying con-
figuration. The original game features 12 types of modules:
Wires, Button, Keypads, Simon Says, Who’s on First, Mem-
ory, Morse Code, Complicated Wires, Wire Sequences, Mazes,
Passwords, and needy modules. We only kept the modules we
deemed easiest to understand, though some were still more dif-
ficult than others. Two modules were duplicated with slightly
different versions so as to make possible the study of the evo-
lution of communication strategies once extra information and
knowledge was added to the common ground. The final con-
figuration of the game included: 2 Wires modules, 2 Keypad
modules, 1 Maze, 1 Simon Says and 1 Password module.

B Synchronisation

Despite the experiment not being as controlled as is usually the
case for protocols involving EEG, with (for instance) triggers
sent to the signal for each stimulus presentation, the various
triggers left in the different modalities still allow for the syn-
chronisation and precise analysis of each signal. Figure 5
shows how such a synchronisation can be observed: annota-
tions of dialogue spoken and heard can be added to the brain
signal, and interest locations can be targeted for analysis.

C Questionnaires

Post experiment, in order to unlock payment, participants
had to fill several questionnaires quizzing their experience
during both tasks. The questionnaire were hosted on Finding-
Five8 (see Figure 6 for a screenshot of the interface). Besides
participants demographics and game knowledge, we included
several questions probing participants attitude toward new peo-
ple (dyads weren’t acquainted pre-experiment), their verbal
behavior and engagement during the tasks. Indeed, personal-
ity features and involvement in the conversation might be of
interest when investigating interaction success. A complete
list of questions asked can be found in Table 6.

D Statistics

A brief analysis of team performances and choices in each
tasks can be found in Tables 4 (game) and 5 (dilemma).

During the game, most participants started defusing the
modules on the front face of the bomb, with Wires being
the top-left most module often being the first one attempted.
However exploring the bomb and acquiring new information
lead to other modules being finished first. Keypad and Wires
modules were completed the fastest, with the second instance
of the module being completed in half the time. The most
difficult module to complete was the Simon, as the number of
errors could suddenly affect the behavior of the module.

Two options were favored in the dilemma, either sacrificing
the pilot or the researcher. 8 out of 28 groups either did not

8https://findingfive.com

speaker text

EM ok. après j’ai

quatre boutons

rouge bleu jaune et vert

dans un module

TR ok. c’est peut être le simon. ouais c’est ça

il y en a un des quatre qui s’allume

EM hm...non

ah si le rouge

TR le rouge

EM oui il clignote de temps en temps

TR ok

EM je pense que je tuerais le scientifique

parce que déjà le mec qui conduit la montgolfière à quel moment il va

accepter de

balancer sa femme par dessus bord

TR oui c’est vrai en fait

EM et oui

je pense parce que de toute façon euh

c’est malheureux mais ça fait deux contre un donc euh

TR à moins qu’il y ait des problèmes de couple

tu sais pas

EM c’est pas faux

TR mais le scientifique c’est vrai que la première chose que je m’étais dit bah

s’il a des recherches contre un cancer

il serait

possiblement

important entre guillemets

en même temps si ses recherches

si on sait que ses recherches

pourraient guérir un cancer. c’est-à-dire si elles sont assez avancées et

qu’un autre chercheur

pourra les reprendre

EM bah j’ai eu la même

au début là quand j’ai lu le truc c’était en vrai le scientifique il peut être

utile à l’humanité donc

il faudrait le sauver

et en même temps est-ce que qu’on met une hiérarchie sur les vies

en fonction de

TR de la profession

Table 3: Conversation excerpts for the game (top) and dilemma
(bottom) conversations. Speakers are referenced to by their
initials. Different lines correspond to utterances separated by
pauses longer than 200ms.

Figure 4: Extract of the game bomb manual: left, the in-
struction page explaining how to disarm the bomb; right, the
instructions for one of the modules

manage to agree on a solution or agreed on other strategies
despite the instruction. Several groups went on to discuss
other dilemmas as part of the free conversation.

https://findingfive.com
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Figure 5: Parallel view of the same moment in the experi-
ment, with video / transcription in ELAN and EEG in the
MNE browser. Red (respectively blue) annotations on the
EEG signal correspond to spoken (respectively heard) by the
participant. The synchronization procedure allows for the par-
allel annotation and analysis of all modalities.

Figure 6: Screenshot from the FindingFive website, where the
questionnaire was hosted

Completion Average First First

Rate Duration Attempted Validated

Keypad (Top) 20 127.6s 0 0

Keypad (Bottom) 20 63.1s 0 0

Wires (Front) 26 127.8s 20 16

Wires (Back) 23 59.4s 1 5

Maze 21 204.92s 0 0

Password 24 210.5s 1 6

Simon 15 246.6s 6 1

Table 4: Detailed analysis of the KTaNE task results

Times
Most recurrent reason

sacrificed

Teacher 5 cannot pilot nor potentially save lives

Researcher 7 cannot split the couple, team research

Pilot 8 failure at piloting, life with least value

Other option 5 lightening the balloon, killing ever

No consensus 3 Ran out of time, refused to agree

Table 5: Dilemma agreement results
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