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Abstract

Research on fake reviews detection and review
helpfulness prediction is prevalent, yet most
studies tend to focus solely on either fake re-
views detection or review helpfulness predic-
tion, considering them separate research tasks.
In contrast to this prevailing pattern, we address
both challenges concurrently by employing a
multi-task learning approach. We posit that
undertaking these tasks simultaneously can en-
hance the performance of each task through
shared information among features. We uti-
lize pre-trained RoBERTa embeddings with a
document-level data representation. This is
coupled with an array of deep learning and
neural network models, including Bi-LSTM,
LSTM, GRU, and CNN. Additionally, we em-
ploy ensemble learning techniques to integrate
these models, with the objective of enhancing
overall prediction accuracy and mitigating the
risk of overfitting. The findings of this study
offer valuable insights to the fields of NLP and
machine learning and present a novel perspec-
tive on leveraging multi-task learning for the
twin challenges of fake reviews detection and
review helpfulness prediction.

1 Introduction

The proliferation of online marketplaces has signif-
icantly altered the way consumers purchase goods
and services. As part of this transformation, user-
generated reviews have become a vital factor in
influencing purchasing decisions. However, the in-
creased reliance on these reviews has given rise to
an unsettling phenomenon: the spread of deceptive
or ”fake” reviews. Fake reviews, either overly pos-
itive or overly negative, can distort the perceived
quality or popularity of products or services, mis-
leading consumers and affecting businesses’ repu-
tations.

Simultaneously, the concept of review helpful-
ness has emerged as another crucial aspect of user-

generated reviews. Helpfulness prediction aims to
rank and highlight reviews that potential consumers
would find most useful. It is based on the premise
that not all reviews provide the same value to con-
sumers, and certain reviews are more informative
and helpful than others. Accurate helpfulness pre-
diction can thus enhance the shopping experience
by guiding consumers towards reviews that offer
the most beneficial insights.

An example of helpful and unhelpful review:
Helpful: ”I purchased this phone two weeks ago
and have been using it ever since. The battery life
is impressive, and the screen is bright and colour-
ful. The camera produces high-resolution images,
especially in night mode, which delivers fantastic
results.”

Unhelpful: ”I bought this phone as a gift for my
daughter and she’s happy with it. The delivery was
quick and the packaging was satisfactory.”

Recently, multi-task learning, a paradigm of ma-
chine learning, has been recognized as a promising
approach to improve the performance of related
tasks (Ruder, 2017; Xue et al., 2017; Fan et al.,
2018). Multi-task learning operates on the prin-
ciple that learning multiple tasks simultaneously,
leveraging shared representations, can lead to im-
proved generalization by exploiting commonalities
and differences across tasks. In the context of fake
reviews detection (FRD) and helpfulness predic-
tion (HP), these tasks are closely related as they
both involve understanding the content and context
of reviews to make predictions.

This study seeks to apply the principles of multi-
task learning, combined with ensemble learning
strategies, to the tasks of FRD and HP. The objec-
tive is to harness the shared information between
these tasks to enhance the effectiveness of FRD
and the accuracy of HP. The commonalities and
inter-task correlations learned in one task can be
shared and used to reinforce the feature learning of
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the other task, thereby boosting the overall perfor-
mance of both tasks.

Ensemble learning is incorporated to further op-
timize the model’s performance. It combines pre-
dictions from multiple models to generate a final
prediction, thereby capitalizing on the strengths
of each individual model while mitigating their
weaknesses. The utilization of ensemble learning
techniques further strengthens the robustness of our
approach, enhancing the precision and reliability
of our predictions.

To the best of our knowledge, this is the first
study that employs a multi-task learning approach
integrated with ensemble learning for simultane-
ous FRD and HP. This paper presents the design,
implementation, and evaluation of our proposed
multi-task ensemble learning model, providing a
novel contribution to the field of online review anal-
ysis.

2 Related Work

Fake review (FR), also referred to as fake opin-
ions, deceptive reviews, deceptive opinions, spam
reviews, or spam opinion, present a challenge in
online platforms. The primary objective of FRD is
to determine whether a review is genuine or fraud-
ulent. Over the past decade, myriad studies have
endeavored to devise more effective methodologies
to uncover these fraudulent reviews. These method-
ologies leverage a range of techniques, each aiming
to optimize the detection performance.

Several studies employ machine learning
methodologies such as Support Vector Machines
(SVM) (Ott et al., 2011; Mukherjee et al., 2012;
Yafeng et al., 2014; Melleng et al., 2019; Wang
et al., 2014), Random Forest (Rout et al., 2017;
Gutierrez-Espinoza et al., 2020), Naive Bayes (Li
et al., 2011), Logistic Regression (Banerjee et al.,
2015), and Decision Trees (Gutierrez-Espinoza
et al., 2020). On the other hand, some research
explores the utility of Deep Learning techniques.
These include Long Short-Term Memory (LSTM)
networks (Wang et al., 2018), Convolutional Neural
Networks (CNN) (Zhao et al., 2018), Bidirectional
Long Short-Term Memory (Bi-LSTM) networks
(Liu et al., 2020), and Gated Recurrent Units (GRU)
(Anass et al., 2020).

Research on online reviews encompasses not
just the detection of FRs, but also the evaluation
of review helpfulness (Luo and Xu, 2019; Alsmadi
et al., 2020), and even the use of reviews for rec-

ommendation or ranking based on the helpfulness
(Melleng et al., 2021). The examination and un-
derstanding of online reviews provide a wealth of
insights that can be harnessed to enhance user ex-
periences, refine products and services, and inform
business strategies. The advent of machine learn-
ing and deep learning techniques has significantly
amplified the potential for extracting meaningful
information from these reviews. Such information
serves as a valuable resource for customers, aiding
them in making informed decisions (Bilal et al.,
2019). Alsmadi et al. (2020) effectively identi-
fied helpful reviews by employing three distinct
approaches: a supervised approach (Fasttext, SVM,
Bi-LSTM, CNN, RCNN), a semi-supervised ap-
proach (RCNN), and a pre-trained model approach
(BERT and RoBERTa), using an Amazon dataset
across four domains. Their comparative analysis
revealed that among all the approaches, the RCNN
model demonstrated superior performance.

Although there has been extensive research on
online reviews, particularly in the areas of FRD
and HP, to the best of our knowledge, no existing
work has undertaken the task of combining these
two areas of study. Multi-task learning (MTL) have
the potential to outperform those focused on single
tasks learning (STL). The effectiveness of MTL
can be attributed to its capacity to leverage a larger
volume of data from various learning tasks, com-
pared to STL models. With access to a more diverse
dataset, MTL models are capable of learning more
robust and universally applicable patterns for mul-
tiple tasks, resulting in the development of more
powerful models.

In the realm of MTL for FRD, Hai et al. (2016)
have made significant contributions for MTL for
FRD for multiple domain datasets. They devised an
MTL-Logistic Regression (MTL-LR) model and an
advanced variant known as semi-supervised multi-
task learning through Laplacian regular logistic
regression (SMTL-LLR). This latter model was
designed to improve performance with unlabeled
data, and it indeed outperformed its MTL-LR coun-
terpart as well as other conventional models such as
SVM, LR, and semi-supervised positive-unlabeled
(PU) learning.

Meanwhile, Fan et al. (2018) utilized MTL for
review helpfulness prediction and star rating re-
gression. They achieved this by employing a CNN
model to simultaneously perform two tasks: help-
fulness identification and star rating regression.
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Their approach incorporated two kinds of input:
character-level embeddings and word-level em-
beddings, extracted from two separate Amazon
datasets, namely Amazon Clothes and Electronics.

In a similar work, Liu et al. (2022) proposed a
multi-task Dual Attention Recommendation Model
(DARMH) for both review helpfulness and rating
prediction. This work utilized word embeddings
and user ID embeddings from a specific Ama-
zon dataset. The researchers demonstrated that
DARMH exhibited a 3.9%-5.4% performance im-
provement compared to other rating prediction al-
gorithms.

From our investigation, it is apparent that only
a limited number of studies have ventured into the
application of MTL for the dual challenges of FRD
and review helpfulness.

Our research stands out by uniquely integrat-
ing MTL with ensemble learning, a strategy that
simultaneously addresses these two tasks. We in-
novatively utilize document-level embeddings—a
type of data representation—to exploit shared in-
formation and correlations inherent in these tasks,
thereby boosting both the detection accuracy of
FRs and the prediction precision for review help-
fulness.

To the best of our understanding, this research
is pioneering in its exploration of an ensemble-
based MTL framework, specifically tailored for
FRD and HP using document-level embeddings.
Consequently, our study marks a significant contri-
bution by comparing results across diverse multi-
task ensemble models, thereby highlighting the
unique advantages of this novel combination.

3 Methodology

In this section, we propose multi-task learning
(MTL) of FRD and HP. In this research, we
run MTL on five different algorithms (Bi-LSTM,
LSTM, GRU, CNN, and MLP). Two objectives are
focused on MTL: implementation of MTL for FRD
and HP and MTL-ensemble.

To evaluate the performance of our proposed
method, we utilize K-fold cross-validation with k
values of 15. We report the final average F1 score
for each model.

3.1 Preprocessing Data

In order to prepare the data for effective analysis
and detection, we employ various pre-processing
techniques, including stop words removal, lower-

casing, stemming, noise removal, normalization,
and tokenization (Shan et al., 2021). This crucial
step enhances the dataset’s quality and reliability,
facilitating the extraction of valuable insights from
the data (Uysal and Gunal, 2014).

3.2 Feature Representation

In the field of FRD, researchers explore various
data representations that can serve as effective fea-
tures. Multi-dimensional embeddings have been
shown to outperform other data representations,
such as TF-IDF, bag of words, and n-gram, in cap-
turing the context and semantics of words (Pen-
nington et al., 2014; Qaiser and Ali, 2018; Wu and
Yuan, 2018; Marcińczuk et al., 2021). Unlike tradi-
tional methods like TF-IDF, which represent each
word as a sparse vector, embeddings capture the
semantic relationships between words and repre-
sent them in a dense vector space (Abubakar et al.,
2022; Pennington et al., 2014). Ren and Ji (2017)
advocate for the use of document-level embedding
representation as a feature in detecting FRs, as they
found that it yields enhanced results when paired
with deep learning techniques. The capacity of
embeddings to grasp the meaning and context of
words within sentences is crucial for a range of
NLP tasks. Multiple studies have validated the ef-
fectiveness of embeddings in a variety of NLP tasks.
For instance, Mikolov et al. (2013) demonstrated
that word embeddings surpass traditional methods
such as TF-IDF in sentiment analysis and named
entity recognition tasks. Similarly, Pennington et al.
(2014) found that embeddings exceeded the perfor-
mance of other approaches in tasks like sentiment
analysis, text classification, and language modeling.
In our study, we employ document-level embed-
ding as a feature. To derive the embedding vector,
each sentence undergoes conversion via RoBERTa
(Liu et al., 2019). We use a pre-trained model
for this conversion process: roberta-large-nli-stsb-
mean-tokens1. The conversion to embeddings is
facilitated by the SentenceTransformers Library2.
By averaging all sentence embeddings, we convert
the reviews into document-level embeddings.

3.3 Multi-task Learning (MTL)

Figure 1 illustrates the framework of our proposed
model, which integrates two tasks: FRD and HP.
The task of FRD aims to discern if a review is

1https://huggingface.co/sentence-transformers/roberta-
large-nli-stsb-mean-tokens

2https://www.SBERT.net
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fake or genuine, whereas HP strives to assess the
usefulness of a review. Our proposed methodol-
ogy employs hard parameter sharing, where the
hidden layer is shared across all tasks, while main-
taining distinct output layers for each task (Vazan
et al.). This approach sways the parameters within
the shared hidden layer to generalize over all tasks,
thereby minimizing the risk of overfitting for each
individual task (Ruder, 2017). Unlike STL models,
MTL strategies can take advantage of the inter-
relations between corresponding tasks to discern
complex signals indicative of deception. By con-
sidering the inter-task relationships, the represen-
tations learned in one task can be transferred and
utilized to fortify the feature learning in the other
task. This results in an enhancement of the overall
performance of both tasks through mutual feedback
within a single framework (Ma et al., 2018).

3.4 Ensemble
In this study, we apply ensemble learning to amal-
gamate models trained with various deep learning
algorithms for Fake Review Detection (FRD) and
Helpfulness Prediction (HP), derived from MTL.
Ensemble learning is a machine learning technique
intended to enhance the performance of individual
models by integrating multiple models, thus facili-
tating a collaborative learning environment where
weaker models learn from the stronger ones (Vazan
et al.; Zeng et al., 2019).

Several types of ensemble learning methods ex-
ist, including bagging, boosting, stacking, voting,
blending, and bootstrap. In this study, we employ
two ensemble learning methods: majority voting
and stacking. Majority voting, also known as hard
voting, is a method in which each model in the
ensemble casts a vote for each class for a given
test instance, and the class receiving the majority
of votes is predicted as the final output. Stack-
ing, on the other hand, combines different mod-
els and trains them using another model, known
as a meta-classifier. This combination is trained
and tested to produce the final prediction (Wolpert,
1992; Yao et al., 2021; Jiang et al., 2021). For
stacking, we select Random Forest and SVM as the
meta-classifiers.

3.5 Integration of Ensemble Learning in
Single-task Learning (STL) and
Multi-task Learning (MTL)

In our study, we implement ensemble learning in
both STL and MTL models, as depicted in Figure 2.

For the STL model, we construct independent
models using our selected classifiers: Bi-LSTM,
LSTM, GRU, MLP, and CNN. Each of these mod-
els is trained and used to make predictions inde-
pendently. The predictions are then consolidated
using the ensemble methods described in Section
3.4, forming a collective prediction result for the
STL model.

Similarly, in the MTL model, we employ the
same classifiers to generate predictions for each
task (FRD and HP). These task-specific predictions
are then combined separately using the ensemble
methods, creating an ensemble prediction for each
task.

By applying ensemble learning in this way, we
aim to enhance the performance of both the STL
and MTL models, leveraging the strengths of indi-
vidual classifiers and mitigating their weaknesses.

4 Experimental Results and Discussion

In this study, we want to investigate whether MTL
for FRD and HP may provide better performance.
There are three research questions that will be ex-
plored.

1. How can MTL learning be effectively applied
to simultaneously detect FRs and predict review
helpfulness?

2. What impact does the application of MTL have
on the F1 score and efficiency of FRD and HP
compared to STL methods?

3. How can ensemble learning strategies be inte-
grated into a MTL model to improve the perfor-
mance of FRD and HP?

4.1 Experimental Setup

Our MTL framework incorporates various deep
learning and neural network models, specifically
Bi-LSTM, LSTM, GRU, and CNN. The Bi-LSTM
model is structured with an Input layer, a Reshape
layer, a Bidirectional LSTM layer, and two Dense
layers. The LSTM model, on the other hand, in-
cludes an Input layer, a Reshape layer, an LSTM
layer, and two Dense layers. The CNN model is
composed of an Input layer, a Reshape layer, a
Conv1D layer, a MaxPooling1D layer, a Flatten
layer, and two Dense layers. The GRU model,
which is noted for its fewer parameters and conse-
quent faster training time, aligns closely with the
LSTM model in terms of its architecture. Lastly,
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Figure 1: MTL-FR detection and helpfulness prediction

Figure 2: STL and MTL ensemble learning

the MLP model, often utilized for supervised learn-
ing tasks, consists of an Input layer, two hidden
Dense layers, and an output layer. All these mod-
els are compiled using binary cross-entropy as the
loss function, ’adam’ as the optimizer (Kingma and
Ba, 2014; Lu et al., 2019), and the F1 score as the
metric for evaluation. To ensure the robustness of
our results, we implement K-fold cross-validation
with K set at 15 for all models. Additionally, for
the Random Forest and SVM models used in the
ensemble learning approach, we apply the same
15-fold cross-validation strategy.

4.2 Dataset

The datasets utilized for this experiment are de-
rived from two different Amazon datasets. The

first dataset, referred to as Amazon I3, is used for
the task of FRD. The second dataset is another pub-
lic dataset, denoted as Amazon II4. One significant
distinction between the two datasets is that the sec-
ond dataset does not contain helpfulness labels. We
generate labels following the methodology outlined
in (Alsmadi et al., 2020; Du et al., 2019), where a
review is categorized as helpful if it garners at least
70% of the votes, and unhelpful otherwise.

A key limitation encountered during the exper-
iment is that MTL requires inputs and features of
identical length. The first dataset, Data 1, com-
prises approximately 21,000 reviews, with a bal-
anced distribution of fake and non-fake reviews. In

3https://www.kaggle.com/lievgarcia/amazon-reviews
4http://jmcauley.ucsd.edu/data/amazon/
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contrast, the second dataset contains about 300,000
reviews post pre-processing. We set certain pre-
processing conditions for the helpfulness review
data. Only reviews with a minimum of 5 sentences
and no more than 30 sentences are processed. Fur-
thermore, we only consider reviews that have re-
ceived at least 5 helpfulness votes. The final dataset
for helpfulness prediction consists of 20,400 re-
views. Since MTL need balance dataset, we bal-
ance the first dataset into 20,400 with random sam-
ple model.

4.3 Results

This study explores the implementation of MTL for
two distinct tasks: FRD and HP. Document-level
embedding is utilized as the primary data represen-
tation, based on the hypothesis that its use within a
MTL context can enhance the model’s performance.
The study is structured as a series of experiments,
each aimed at addressing research questions related
to FRD and HP, within the framework of MTL com-
bines with ensemble learning using document-level
embeddings.

Initially, we implement both MTL and STL for
FRD and HP, conducting an in-depth analysis com-
paring these approaches. Subsequently, we apply
ensemble learning to the results of both MTL and
STL models to examine the effectiveness of this
method in improving model performance. This
investigation provides valuable insights into the po-
tential benefits of using an ensemble approach in
combination with MTL for this particular set of
tasks.

Experiment 1: The effectiveness of each model
is gauged on how well it accomplishes both tasks
- FRD and review HP. The performance of MTL
and STL is evaluated across multiple metrics to
provide a comprehensive assessment. Notably, by
comparing the performance of MTL and STL, the
potential advantages of performing these tasks si-
multaneously, as opposed to individually, are elu-
cidated. The results of these experiments offer
valuable insights into the effectiveness of MTL in
these specific contexts and contribute to the broader
understanding of the application of MTL in NLP
tasks.

Figure 3 presents a comparison of the perfor-
mance of five different models—BiLSTM, CNN,
GRU, LSTM, and MLP—on two tasks using STL
and MTL approaches. The tasks are FRD and HP.
The performance metric used in this table is the

F1-score.
For the ST approach, BiLSTM achieves the high-

est F1-score of 0.613 in FRD, while the CNN
model outperforms the other models with an F1-
score of 0.705 in HP. The lowest F1-scores for
ST-FR detection and ST-Helpfulness prediction are
obtained by the GRU model (0.604) and BiLSTM
model (0.689), respectively.

In the MTL approach, the LSTM model shows
the best performance for both FRD and HP, with
F1-scores of 0.623 and 0.722, respectively. The
lowest F1-scores in MTL-FR detection and MTL-
Helpfulness prediction are achieved by the BiL-
STM model (0.611) and the MLP model (0.681),
respectively.

Comparing the performance of the models be-
tween STL and MTL approaches, it can be ob-
served that the MTL approach generally results in
improved F1-scores for HP across all models. For
FRD, the MTL approach leads to better F1-scores
for the CNN, GRU, LSTM, and MLP models,
while the BiLSTM model’s performance slightly
decreases.

Overall, the MTL approach appears to be more
effective in enhancing the performance of HP. For
FRD, the MTL approach is beneficial for most mod-
els, except for the BiLSTM model. The LSTM and
CNN models demonstrate stronger performance
across both STL and MTL scenarios.

Experiment 2: In this experiment, the objective
lies in exploring the potential benefits of an en-
semble learning approach in enhancing the perfor-
mance of both STL and MTL. The premise of the
investigation hinges on the assumption that com-
bining results from different models could enhance
the predictive capacity of both STL and MTL. By
integrating various models in an ensemble method,
the goal is to examine if the collective intelligence
could outperform the individual models, thereby
providing a boost to the performance of both STL
and MTL.

Figure 4 presents a comparative analysis of three
ensemble methods - Majority Voting, Random For-
est, and SVM - applied to STL and MTL for two
tasks: FRD and HP.

For the STL-Ensemble FR detection, Majority
Voting results in a score of 0.631, Random For-
est gives a slightly higher score of 0.634, while
SVM substantially lags behind with a score of
0.433. For the STL-Ensemble Helpfulness pre-
diction, the scores are closer together: Majority
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Dataset name Number of review Fake/Helpful Non-
fake/unhelpful

Amazon I 21,000 reviews 10500 fake 10500 non-fake
Amazon II 20,400 reviews 10200 helpful 10200 unhelpful

Table 1: Review Dataset used in this study

Figure 3: single-task vs multi-task learning results

Figure 4: Ensemble Learning on single task vs multi-task learning results

Voting scores 0.719, Random Forest scores 0.715,
and SVM scores 0.712.

In the context of MTL-Ensemble, the FR detec-
tion scores are generally higher. Majority Voting
scores 0.643 and Random Forest scores 0.641, both
slightly higher than their STL-Ensemble counter-
parts. SVM, despite still being the least effective
method, improves its score to 0.610. For the MTL-
Ensemble Helpfulness prediction, Majority Voting
leads with a score of 0.731, followed by Random
Forest with 0.727. SVM, however, significantly
underperforms with a score of 0.610.

Looking on the results, the Majority Voting and
Random Forest methods consistently outperform
SVM in both STL and MTL scenarios for FR
detection and Helpfulness prediction. Moreover,
MTL-Ensemble generally yields superior results
compared to STL-Ensemble, suggesting that MTL
could be more effective for these tasks.

5 Conclusion

In conclusion, this research offers an in-depth eval-
uation of the application of MTL for the simulta-
neous detection of FRs and prediction of review
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helpfulness. By focusing on document-level em-
bedding as the sole data representation, a departure
from conventional methods, this study presents a
streamlined and efficient approach. The findings
suggest that MTL consistently outperforms STL in
these tasks, illuminating the potential benefits of
this method in real-world applications.

In addition to the main task, this study also in-
vestigates the use of ensemble learning, based on
prediction scores, as a means to enhance the results.
The comparative performance of STL and MTL
under different ensemble methods underscores the
robustness of MTL in this context.

The findings of this study open a promising path
for future work, which could explore further opti-
mization of data representations or model architec-
tures. For example, more sophisticated attention
mechanisms or transformer models could be em-
ployed to better capture and utilize the semantic
richness in the reviews. Additional features, such
as user and product information, could also be inte-
grated into the model to potentially provide deeper
insights and further improve performance in both
FRD and HP.
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