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Abstract

This paper presents ongoing work on levera-
ging probabilistic graph models, specifically
conditional random fields and hidden Markov
models, in nested named entity recognition for
the Polish language. NER is a crucial task in
natural language processing that involves iden-
tifying and classifying named entities in text do-
cuments. Nested NER deals with recognizing
hierarchical structures of entities that overlap
with one another, presenting additional challen-
ges. The paper discusses the methodologies and
approaches used in nested NER, focusing on
CRF and HMM. Related works and their con-
tributions are reviewed, and experiments using
the KPWr dataset are conducted, particularly
with the BiLSTM-CRF model and Word2Vec
and HerBERT embeddings. The results show
promise in addressing nested NER for Polish,
but further research is needed to develop robust
and accurate models for this complex task.

1 Introduction

Named Entity Recognition (NER) is a fundamen-
tal task in natural language processing (NLP) that
involves identifying and classifying named entities,
such as names of people, organizations, locations,
and more, within text documents. The ability to ac-
curately extract and categorize these entities plays a
crucial role in various NLP applications, including
information retrieval, question answering, text sum-
marization, and machine translation. NER serves as
the foundation for understanding the semantics and
context of textual data, enabling more advanced
language understanding systems.

In the realm of NER, there exists a more intri-
cate and challenging variant known as Nested NER.
While traditional NER focuses on identifying in-
dividual named entities within a sentence, Nested
NER deals with the recognition of nested or hierar-
chical structures of entities that overlap with one

another. This added complexity arises when named
entities, such as organizations or locations, encom-
pass other entities within them, such as person na-
mes or specific addresses. Nested entities refer to
entities that are embedded within other entities. For
instance, consider the entity „John Smith” Here
entity can include two additional entities inside
of it – „John” and „Smith” which can be labeled
as first and last names. The goal of Nested NER
is to accurately extract these overlapping entities
while preserving their hierarchical relationships,
allowing for a more nuanced understanding of the
information contained within the text.

I will examine the methodologies and appro-
aches employed in this task, focusing on proba-
bilistic graph models, such as conditional random
fields (Lafferty et al., 2001) and hidden Markov
models (Eddy, 1996), which have proven effective
in capturing the contextual dependencies and re-
lationships between entities. These methods are
further described in the sections 2 and 3.

2 Conditional Random Fields

Conditional Random Fields (CRF) are probabilistic
models used for structured prediction tasks, parti-
cularly in the field of natural language processing.
They are often employed in tasks such as sequence
labeling, named entity recognition, part-of-speech
tagging, and speech recognition.

In the context of nested entity recognition, CRF
play a significant role in identifying and labeling
hierarchical or nested entities within a text. Nested
entity recognition involves identifying and labeling
both the outer and inner entities correctly. This task
is challenging because the boundaries of nested
entities can overlap, making it difficult to determine
the correct labeling. CRF address this challenge
by considering the dependencies and correlations
among neighboring words and labels in a sequence.
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3 Hidden Markov Models

Hidden Markov Models (HMM) are statistical mo-
dels widely used in various fields, including natural
language processing. They are particularly useful
in sequence labeling tasks, such as nested entity re-
cognition, where the goal is to identify and classify
named entities within a text.

In the context of NER, HMM are often em-
ployed for the task of Nested Named Entity Reco-
gnition, which involves identifying named entities
that are hierarchically structured and nested within
each other.

The basic idea behind HMM is to model the un-
derlying structure of a sequence of observations
and their corresponding labels. In the case of NER,
the observations are the words or tokens in a text,
and the labels represent different named entity cate-
gories. HMM assume that the underlying labels
(states) generating the observations (emissions)
form a Markov chain, where the current state de-
pends only on the previous state. One common
approach is to use a layered HMM, where each
layer corresponds to a level of nesting. The inner-
most layer represents the most specific entities, and
as we move outward, the layers represent progres-
sively broader entities.

During the training phase, the model learns the
transition probabilities between different states (la-
bels) based on the training data. It also learns the
emission probabilities, which represent the likeli-
hood of observing a particular word given a certain
state. These probabilities are estimated using tech-
niques such as the maximum likelihood estimation
or the Viterbi algorithm. The Viterbi algorithm is
often employed to efficiently compute the most
probable label sequence.

4 Related Works

(Shen et al., 2003) leveraged the HMM and integra-
ted various features, including simple deterministic
features, morphological features, part-of-speech
(POS) features, and semantic trigger features, to
recognize flat entities. They presented a simple al-
gorithm to solve the abbreviation problem and a
rule-based method to deal with the cascaded phe-
nomena.

(Alex et al., 2007) introduced three models based
on CRF which can reduce the nested NER problem
into one or more sequence tagging problems. They
separately built inside-out and outside-in layered
CRF for addressing nested NER, both of which can

use the current guesses as to the input to the next
layer. They also cascaded separate CRF of each
entity category by using output from the previous
CRF as features of the subsequent CRF, yielding
the best performance in their work.

(Ju et al., 2018) proposed a novel neural model to
identify nested entities by dynamically stacking flat
NER layers. Each flat NER layer is based on a state-
of-the-art (SoTA) flat NER model that captures
sequential context representation – BiLSTM, that
feeds the output further to the cascaded CRF layer.

(Shibuya and Hovy, 2020) proposed a method
where each named entity type output from BiL-
STM is being handled by multiple CRF indepen-
dently. As a result, contributed to handling situ-
ations where the same mention span in assigned
multiple entity types. Their method allowed them
to recognize not only outermost named entities but
also inner nested ones. Used decoding method ite-
ratively recognizes entities from outermost ones to
inner ones in an outside-to-inside way.

For Polish, there is a system for the NER task cal-
led PolDeepNer2 (Marcinczuk and Radom, 2021).
It is based on a pre-trained language model of the
Transformer type. It has the ability to detect ne-
sted NER by extending the set of possible label
classes to include classes representing overlapping
annotation types. The solution was trained and te-
sted on a dataset available as part of the PolEval
2018 (Wawer and Malek, 2018) competition. A
noticeable problem of such a solution is that with
numerous label classes (and this is the collection
we are dealing with in this work), the number of
class combinations that can overlap grows very qu-
ickly. For example, in the case of the set we are
analyzing, assuming that we are only analyzing one
degree nesting we will get 13,285 classes, and assu-
ming that we are analyzing possible double nesting
it will already be 1,062,721.

5 Experiments

The purpose of the experiments is to identify the
best model in terms of prediction accuracy for the
Polish language, which is challenging due to its rich
inflectional system, compound words, ambiguity,
and context sensitivity. The methods will be tested
on a larger set for the nested NER task, which is
several times bigger than the current best-known
corpora in terms of class size.

The solution presented in (Shibuya and Hovy,
2020) scored the highest F1-score in nested NER



66

task benchmark corpora such as ACE2005 (Walker
and Consortium, 2005) and GENIA (Kim et al.,
2003). Therefore, it will be adopted as the first to
the Polish corpus.

5.1 Corpus

Well known corpus in the domain of the Polish lan-
guage is The National Corpus of Polish (Tomasz-
czyk et al., 2012) which was not used during the
experiments due to the insufficient number of clas-
ses (14) that makes it impossible to test methods
on a multi-class, fine-grained collection.

The experiment’s dataset, named KPWr (Broda
et al., 2012), has been divided into three sets: train,
dev, and test, as displayed in table 1. This particular
dataset comprises only Polish text and has been so-
urced from platforms such as Wikipedia, Wikinews,
and information portals under a Creative Commons
license. Contrary to ACE2005 (7) or GENIA (36),
KPWr includes as many as 120 fine-grained classes,
for example, first and last names, cities, countries,
districts, postal codes, and many others. It is es-
sential to note that the dataset’s class frequency is
imbalanced, making it even more challenging.

5.2 BiLSTM-CRF

The algorithm discussed in (Shibuya and Hovy,
2020) underwent testing using two embedding so-
urces: Word2Vec (Piasecki et al., 2017) and Her-
BERT (Mroczkowski et al., 2021). The vector leng-
ths of the HerBERT and Word2Vec models were
768 and 100 respectively. Moreover, the HerBERT
model considers context, while Word2Vec does not.

In figure 1, you can see the curves of F1 va-
lues that have been tracked throughout the training
epochs. Surprisingly, a smaller and non-contextual
embedding model does perform better in this com-
parison with a value of F1 at 67.94% on the test set
and recall, precision at values of 77.91%, 60.23%
respectively. HerBERT, on the other hand, perfor-
med as follows: F1 - 61.11%, recall - 48.56%, and
precision - 82.42%. Nonetheless, results should be
repeated a few times and confirmed with statisti-
cal tests.

6 Future Work

Future work will involve training and evaluation
of other methodologies for nested NER from the
literature. The analysis of the experimental results
will focus on the prediction accuracy of nested en-
tities given the degree of nesting. Core benchmark
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Figure 1: Comparison of embedding methods (best on
test set) – F1-score over epochs during the training of
BiLSTM-CRF

corpora do not include as many classes as KPWr,
therefore, analyzing the algorithms used on the
NNE (Ringland et al., 2019) set, which is closer
to the KPWr set given the number of classes (112)
and nesting entities, may prove valuable results.

Due to the number of classes in the set for the
Polish language, it would also be necessary to take
into account the computational complexity of the
solutions, which affects the processing time of the
data, which should be taken into account in the case
of mass text processing services.

The interesting direction will be the validation of
prediction accuracy on samples strongly dependent
on the given context. To achieve this, it would be ne-
cessary to collect such partly by rules based on the
number of assigned classes for a particular token
in the collection but it would also be worthwhile to
select such samples manually by a linguist.

7 Conclusions

In this paper, I have focused on exploring the task
of nested named entity recognition (NER) for the
Polish language and investigated the use of pro-
babilistic graph models, specifically conditional
random fields (CRF) and hidden Markov models
(HMM), to address this challenging problem.

I reviewed a few related works that have em-
ployed CRF and HMM for nested NER. These stu-
dies proposed various models and techniques, such
as incorporating semantic features, cascading CRF
layers, and leveraging neural models, to improve
nested NER performance.
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Train (%) Dev (%) Test (%)
# documents 1,424 (87) 100 (6) 113 (7)
# sentences 24,815 (86) 2,001 (7) 2,000 (7)
# tokens 392,351 (87) 27,318 (6) 30,316 (7)
# entities 28,882 (86) 2,498 (7) 2,219 (7)

- nested 8,049 (28) 772 (31) 526 (24)

Table 1: Statistics of the dataset used in the experiments – KPWr

To evaluate the effectiveness of these approaches
for the Polish language, I conducted experiments
using the KPWr dataset focusing on the BiLSTM-
CRF model and comparing the performance of
Word2Vec and HerBERT embeddings.

Overall, leveraging probabilistic graph models,
such as CRF and HMM, shows promise for addres-
sing nested NER in the Polish language. Further
research and experimentation are needed to deve-
lop robust and accurate models for this complex
task, which has important implications for various
NLP applications.
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