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Abstract

Large language models (LLMs) have sub-
stantially improved natural language pro-
cessing (NLP) performance, but training
these models from scratch is resource-
intensive and challenging for smaller lan-
guages. With this paper, we want to initiate
a discussion on the necessity of language-
specific pre-training of LLMs. We propose
how the “one model–many models” con-
ceptual framework for task transfer can
be applied to language transfer and ex-
plore this approach by evaluating the per-
formance of non-Swedish monolingual and
multilingual models’ performance on tasks
in Swedish. Our findings demonstrate that
LLMs exposed to limited Swedish during
training can be highly capable and transfer
competencies from English off-the-shelf,
including emergent abilities such as mathe-
matical reasoning, while at the same time
showing distinct culturally adapted behav-
ior. Our results suggest that there are re-
sourceful alternatives to language-specific
pre-training when creating useful LLMs for
small languages.

1 Introduction

Large language models (LLMs) are a milestone in
Natural Language Processing (NLP), introducing
massive improvements particularly for generation
tasks (Brown et al., 2020; Chowdhery et al., 2022;
Scao et al., 2022; Muennighoff et al., 2022; Zhang
et al., 2022; Black et al., 2021; Chung et al., 2022).
The basic recipe for these improvements is concep-
tually simple: scaling up model parameter count,
training data, and compute. With increased size,
models learn more expressive representations and
capture more nuanced relationships between words,
phrases, and sentences. Further improvements can

be made, e. g., with instruction fine-tuning (Wei
et al., 2022a) and reinforcement learning based on
human feedback (Ouyang et al., 2022). Interest-
ingly, LLMs show emergent abilities: They per-
form tasks they were not explicitly trained on in
zero-shot or few-shot setups (Brown et al., 2020;
Wei et al., 2022a). Some LLMs can produce ac-
curate answers even on complex reasoning tasks
with simple prompting schemes such as chain-of-
thought (CoT) prompting, where the correct answer
is inferred by making intermediate steps explicit
(Wei et al., 2022b; Kojima et al., 2022a).

The resource-intensive nature of pre-training
LLMs poses a challenge, especially for smaller
languages such as Swedish. While the North Ger-
manic languages are privileged regarding data ac-
cess due to widespread internet usage and central-
ized resources, procuring large amounts of high-
quality, diverse, and representative training data is
far from trivial, even for large actors. For exam-
ple, the Swedish research center AI Sweden, which
is training the largest language model for North
Germanic languages, currently has access to “only”
320B tokens of training data in total1, which corre-
sponds to approximately 114B tokens of Swedish
data and even less for other languages, as per the
proportions reported by Ekgren et al. (2022). As-
suming continued up-scaling of architectures, it
appears unlikely that the NLP community can col-
lect enough data to produce models with abilities
comparable to the English models for all languages
or even language families.

Continuously pre-training LLMs comes with sig-
nificant environmental and economic costs (direct
and opportunity costs) and demands substantial
human resources and competency. Therefore, pre-
training is an unsustainable approach to adapt all
relevant model innovations to Swedish. With this
paper, we want to initiate a discussion on pre-

1https://huggingface.co/docs/
transformers/main/en/model_doc/gpt-sw3
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training LLMs for specific languages or smaller
language families – whether such pre-training is a
good use of resources given the the current NLP
landscape and whether it is necessary to develop
specific LLMs for capabilities at Swedish tasks. To
support the discussion, we do the following:

• We adapt a conceptual framework (one model–
many models), introduced by Bommasani et al.
(2021), for thinking about shared capabilities to
a cross-lingual setting §3.1.

• We analyse several different models on Swedish
tasks, including a newly created Swedish version
of GSM8K, containing mathematical reasoning
tasks.

• We show that models like GPT-3 successfully
transfer their capabilities to Swedish, e. g., its
reasoning capabilities when solving math word
problems.

• The English-based pre-training of GPT-3 does
not appear to lead to unwanted overgeneraliza-
tion, e. g., of cultural properties (§5.4).

While conclusions from studies on smaller mod-
els reported better performance with monolingual
models (Wu and Dredze, 2020; Rönnqvist et al.,
2019; Virtanen et al., 2019), our findings show that
previous views may no longer hold for LLMs that
are vastly larger and instruction fine-tuned. Given
these results, it is timely to consider more resource-
ful alternatives to pre-training LLMs for Swedish.

2 Related Work

We start by reviewing relevant work on advantages
and limitations of multilingual models and on the
lingual versatility and language adaption of LLMs.

2.1 Monolingual and Multilingual Models
Pre-trained models before GPT-3 used to be either
monolingual or explicitly multilingual. As a well-
known example, the original BERT model (Devlin
et al., 2019) has a multilingual variant called M-
BERT. Probing studies by Pires et al. (2019) and
Wu and Dredze (2019) show that M-BERT is capa-
ble of zero-shot cross-lingual transfer, suggesting
that M-BERT’s feature space is multilingual, rather
than containing sub-models for each language. On
the other hand, Singh et al. (2019) show that M-
BERT partitions space between languages partic-
ularly in deeper layers. Other influential models
include XLM (Conneau and Lample, 2019) and
XLM-R (Conneau et al., 2020).

For such architectures, multilingual models can
bring considerable improvements for low-resource
languages but do not reach the same performance
as monolingual models where the resources to train
those exists. Rönnqvist et al. (2019) show that M-
BERT performs worse than monolingual models
on North Germanic languages, and conclude that it
is necessary to invest in training monolingual mod-
els. Pyysalo et al. (2021) train BERT models on
Wikipedia data in 42 languages and find that these
models outperform M-BERT for all languages but
one. Performance gains over M-BERT have also
been reported for Finnish (Virtanen et al., 2019),
Estonian (Tanvir et al., 2021) and Icelandic (Daða-
son and Loftsson, 2022) BERT models. Wu and
Dredze (2020) show that M-BERT performs worse
than non-BERT models on tasks in low-resource
languages and argue that bilingual models with a
high-resource, linguistically related language are
preferable. For Swedish specifically, there exist a
BERT model (Malmsten et al., 2020), the GPT-2
(Radford et al., 2019) model FlashbackGPT (Nor-
lund and Stenbom, 2021) and the Nordic GPT-
3-based GPT-SW3 models (Ekgren et al., 2022).
While the case has been made for language models
that cover languages of the same families (Sahlgren
et al., 2021), the consensus that models covering
large sets of languages are not optimal for BERT-
sized models used to be strong. Truly monolingual
models may be rare, however: even supposedly
“English” models are “contaminated” with other
languages through the training data. For example,
Blevins and Zettlemoyer (2022) find that English
BERT (Devlin et al., 2019) contains 1.3M non-
English (11.6k Swedish) tokens, while RoBERTA
(Liu et al., 2019) contains 222M non-English (1M
Swedish) tokens.

2.2 Lingual Versatility of LLMs

The capabilities of generative models have im-
proved massively with the arrival of LLMs, the
best-known being GPT-3 (Brown et al., 2020). It
is unclear if the assumption that monolingual mod-
els are better than multilingual models still holds
in the case of LLMs, due to a lack of compara-
ble non-English monolingual models. Conneau
et al. (2020) observe that the performance of mul-
tilingual models decreases as more languages are
added (a phenomenon known as the curse of multi-
linguality), but that this problem can be alleviated
by increasing model sizes.
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GPT-3’s training data is primarily English, with
a share of 93% measured by word count (Brown
et al., 2020). The original paper, however, reports
strong translation capabilities for several language
pairs. Ouyang et al. (2022) report the ability of
the original GPT-3’s instruction-tuned successor
InstructGPT to correctly respond to non-English
prompts. GPT-3 is also reported to work reasonably
well in low-resource languages. Armengol-Estapé
et al. (2021) report that for Catalan, with a train-
ing size of 35M words (< 0.02% of the corpus),
GPT-3 succeeds on question answering and gener-
ation tasks. Winata et al. (2021) show that GPT-
and T5-models can transfer from English few-shot
examples on classification tasks to Romance lan-
guages. Other LLMs are explicitly multilingual,
such as BLOOM, which is trained on 46 natural lan-
guages (Scao et al., 2022). The BLOOMZ model
shows that cross-lingual task generalization can be
achieved by fine-tuning a multilingual model on
English data only (Muennighoff et al., 2022).

Some LLMs significantly improve their perfor-
mance on complex reasoning tasks with chain-of-
thought (CoT) prompting. Wei et al. (2022b) use a
few-shot setup with step-by-step answer examples,
while Kojima et al. (2022a) consider a zero-shot
setup, simply prompting the model with Let’s think
step by step. The effectiveness of CoT reasoning
appears to be shared across languages: Shi et al.
(2022) show that PaLM-540B’s (Chowdhery et al.,
2022) CoT abilities exist for all tested languages,
even for those that account for less than 0.01% of
the pre-training data.

2.3 Adapting LLMs to New Languages

Where zero-shot and few-shot capabilities are insuf-
ficient, resource-efficient adaption methods can be
considered. Originally developed to adapt models
to tasks, many have been proven effective even for
languages. The most resource-intensive of these
methods is fine-tuning (Howard and Ruder, 2018;
Devlin et al., 2019), in the context of new languages
also called continued or multi-stage pre-training
(Wang et al., 2020; Zhang et al., 2020). For M-
BERT, fine-tuning on unlabeled data of the tar-
get language before fine-tuning on task-specific
data is reported to lead to increased performance
(Arkhipov et al., 2019; Mroczkowski et al., 2021).
Ansell et al. (2022) make fine-tuning more effi-
cient by only tuning a subset of the model parame-
ters. A more efficient alternative is adapter-based

methods (Houlsby et al., 2019), which introduce a
small number of trainable extra parameters within
the model while the original weights are frozen.
The makers of MAD-X (Pfeiffer et al., 2020) cre-
ate modular language and task adapters and show
that they can be successfully used for cross-lingual
transfer. Bapna and Firat (2019) use adapters to
specialize multilingual text translation systems on
specific languages, while Le et al. (2021) take a
similar approach to speech translation. For XLM-
R, Ebrahimi and Kann (2021) report that the per-
formance of adapters in language adaption is infe-
rior to fine-tuning. However, Yong et al. (2022)
find that for models larger than 3B parameters,
language-specific adapters outperform even contin-
ued pre-training on not previously included target
languages in an instruction fine-tuned LLM.

3 Background: Multilingual Skill Sharing

To better understand the adaptability of LLMs to
various tasks and languages, we explore the con-
cept of knowledge sharing in multilingual LLMs.
It involves examining how different languages, like
Swedish and English, interact within these mod-
els and whether their multilingual capabilities are
supported by separate or shared mechanisms.

3.1 One Model–Many Models

A crucial question concerning multilingual models
is how the representations of different languages,
in our case Swedish and the predominant language
English, interact. Are the multilingual capabilities
of the model enabled by distinct or shared mech-
anisms? The answer has significant implications
for the efficiency, adaptability, and performance of
these models. If shared mechanisms are respon-
sible for multilingual capabilities, we know that
knowledge and skills can be transferred between
languages, potentially improving performance for
low-resource languages. On the other hand, if dis-
tinct mechanisms are at play, models may need to
be tailored specifically for each language, which
would be more resource-intensive and limit the
generalisability of the model across tasks and lan-
guages. Understanding the underlying mechanisms
can help guide the development of more effective
and versatile multilingual models.

Bommasani et al. (2021) raise the question of
shared and distinct mechanisms in the context of
pre-trained models that are used for many different
tasks. An LLM could be a single model with gen-
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eralizable mechanisms that apply to many tasks or
a collection of independent expert models. Most
likely, however, it will be somewhere on the spec-
trum. Bommasani et al. (2021) call this the one
model–many models nature of models. We apply
this framework to models operating in different lan-
guages: In the one model setting, the Swedish and
the English model are the same, sharing all capabil-
ities, with only the output language being different.
In the two-models setting, the models are indepen-
dent, with a large English and a much smaller and
less capable Swedish model that is based only on
the Swedish data it has seen.

For previous multilingual models, discussed in
§ 2.1 and § 2.2, most analysis works suggest a
shared representation, rejecting a strong many-mod-
els hypothesis. These studies emphasize the main
advantage of the one-model property, namely the
transfer capabilities from larger to smaller lan-
guages. However, the many-models approach also
has benefits: It ensures better adaptation to the spe-
cific needs of speakers of each language, resulting
in a more culturally adaptive model.

3.2 Formal vs. Functional Competence

Apart from the question how languages share abili-
ties in a multilingual model, it is also interesting to
ask what is shared. To that end, we adopt the notion
of formal versus functional competence, introduced
by Mahowald et al. (2023). Inspired by neuroscien-
tific evidence that the human brain has a language
network that is demarcated from parts responsible
for other cognitive abilities, they work out the good
at language ⇒ good at thought fallacy and its con-
trapositive, bad at thought ⇒ bad at language: the
assumption that an LLM that masters language also
masters thought, or that the model’s failure on non-
linguistic tasks means that it has not mastered lan-
guage. Formal competence is linguistic knowledge,
such as knowledge about morphology and syntax.
Functional competence encompasses non-linguistic
cognitive functions such as formal reasoning, world
knowledge, situational modeling, and communica-
tive intent. While Mahowald et al. (2023) argue
that LLMs resemble the language network of the
brain and fail at functional competence, we target
the (limited) cases where a model does exhibit func-
tional abilities. That said, we do not imply that the
model is capable of thought rather than relying on
heuristics (Patel et al., 2021); we take a practical
perspective and view functional competence as the

ability to solve certain tasks, e. g., logical reason-
ing. Given a multilingual model, we hypothesize
that a language-specific (e. g., Swedish) submodel
inherits much of the functional competence of the
majority language (e. g., English).

4 Experimental Setup

We aim to test to what extent current implicit and
explicit multilingual LLMs can be used in Swedish.

4.1 Models

We present an overview of the language models
used in our study. Our objective is to explore the
performance of these models on zero-shot and few-
shot generative tasks in Swedish. The only LLM
that is explicitly trained for Swedish is GPT-SW3.2

GPT-3 GPT-3 is a proprietary, closed-source
LLM by OpenAI (Brown et al., 2020). By de-
fault, we use the most recent instruction fine-tuned
DaVinci (text-davinci-003) variant with 176B pa-
rameters. Some experiments are also evaluated on
Curie (text-curie-001) with 6.7B parameters and
Babbage (text-babbage-001) with 1.3B parameters,
and on the non-fine-tuned versions of each model.

BLOOM BLOOM is an open-source multilin-
gual LLM released by HuggingFace (Scao et al.,
2022). Despite being multilingual, it does not in-
clude Swedish in its training data (apart from possi-
ble contamination). We use the original variant and
the instruction fine-tuned variant BLOOMZ (Muen-
nighoff et al., 2022) with 1.7 and 7.1B parameters,
respectively.

OPT Made by Meta AI, OPT (Zhang et al., 2022)
aims to be similar to GPT-3, but is openly avail-
able and trained with publicly available English-
language data sets. We use the fully accessible
variants with 1.3B, 6.7B, and 66B parameters.

GPT-NEO/J GPT-Neo (Black et al., 2021) and
GPT-J (Wang and Komatsuzaki, 2021) are English-
language models by EleutherAI, trained on The
Pile (Gao et al., 2020). We use the 1.3B and 6B
parameter models, similar in size to the GPT-3
models Babbage and Curie.

2Encoder-based models such as Swedish or multilingual
BERT and RoBERTa models or small decoder models such as
FlashbackGPT or are not suitable for the few-shot evaluation
setup in this paper and are therefore not included.
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GPT-SW3 We use GPT-SW3 (Ekgren et al.,
2022), a GPT-3 replication for the North Germanic
languages, with the model sizes available at the
time of submission: 1.3B, 6.7B, and 20B. The
GPT-SW3 models are trained on The Nordic Pile
(Öhman et al., 2023).

4.2 Metrics and Datasets

Perplexity We measure the perplexity of the
LLMs from § 4.1 on held-out data. The purpose of
the analysis is to establish if and which models are
capable language models for Swedish, which is a
prerequisite to understand how capabilities can be
shared from Swedish to English. To rule out the
possibility that the held-out data was included dur-
ing training, we create a data set of current news ar-
ticles from the website of the Swedish national pub-
lic TV broadcaster SVT3. The dataset comprises
357 articles on varied topics, with an average of 256
tokens per article, published between 2022-07-01
and 2023-01-19. We use news articles as we as-
sume they contain grammatically correct Swedish
and less language contamination than other gen-
res. We compute perplexity using character length
normalization, as it gives a fairer and language-
agnostic measure (Cotterell et al., 2018; Mielke,
2019). While perplexity is a well-established lan-
guage modeling measure, it reportedly does not
correlate strongly with downstream task or prompt-
ing performance (Liang et al., 2022; Yong et al.,
2022). Despite this limitation, the perplexity analy-
sis remains valuable for assessing language fluency.

Language Understanding To assess the lan-
guage understanding capabilities of the LLMs, we
evaluate them on SweWiC4, a Swedish version of
the English Word-in-Context data set (Pilehvar and
Camacho-Collados, 2019). The word-in-context
task is to determine whether two occurrences of an
ambiguous word represent the same word sense.
The data set contains 500 same-sense and 500
different-sense sentence pairs. We prompt the mod-
els with the structure reported in Appendix B to
generate a binary prediction and report accuracy.

Emergent Abilities We explore to what extent
emergent abilities of LLMs are shared between
English and Swedish by using the original and a

3https://www.svt.se
4https://spraakbanken.gu.se/en/

resources/swewic

machine-translated version5 of the math word prob-
lem data set GSM8K (Cobbe et al., 2021). We
attempt to invoke chain-of-thought (CoT) reason-
ing by demanding step-by-step reasoning in the
prompts. We follow Kojima et al. (2022b) in using
a two-prompt setup: We first prompt the model to
generate step-by-step reasoning and then to extract
a numerical answer from the output. The prompt
structure is found in Appendix B. We compute the
accuracy on the generated numerical answer.

Cultural Adaption To get a better understanding
of where on the one model–many models spectrum
the model lies, we conduct an exploratory inves-
tigation to examine if a model produces culture-
adapted answers when prompted in Swedish. Cul-
tural adaption would reflect a many models prop-
erty. We develop a collection of five prompts (see
Appendix D), the answers to which may reflect ob-
vious differences between Swedish and English or
American culture. Topics include everyday food,
holiday traditions, music, sports, and leisure activ-
ities. We feed the same prompts to the model in
English and Swedish. While Sahlgren et al. (2021)
argue that cultural differences between English and
Nordic languages are less of a problem than for
other language sets, we expect customs and prefer-
ences to be specific enough to be observable. We
qualitatively assess the overlap and the cultural
specificity of the answers. We perform these ex-
periments for the GPT-3 text-davinci-003 model,
which provided the most coherent answers in early
experiments. Our experiments are intended to show
the existence of cultural adaption when prompted
in Swedish, not to quantify the phenomenon.

5 Results

5.1 Swedish Language Modeling

The perplexity results are shown in Table 1. Unsur-
prisingly, the perplexity for the GPT-SW3 models
is the lowest, at 1.78 for the 20B model, compared
to 1.91 for the best GPT-3 model. We see that
perplexities are low even for the models of the
BLOOM, GPT-NEO/J, and OPT families, where
capabilities in Swedish only stem from language
pollution. Larger models of the same family gener-
ally have a lower perplexity. Instruction fine-tuning
consistently increases the perplexity compared to a
pure language modelling objective.

5https://github.com/oskarholmstrom/
lm-for-swedish
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GPT-SW3 GPT-3 −ift GPT-3 +ift OPT GPT-NEO/J BLOOM BLOOMZ

1.3B 6.7B 20B 1.3B 6.7B 175B 1.3B 6.7B 175B 1.3B 6.7B 66B 1.3B 6.7B 1.7B 7.1B 1.7B 7.1B

1.92 1.83 1.78 2.41 2.14 1.91 2.99 2.49 1.94 2.79 2.37 2.17 2.66 2.17 4.98 3.92 6.68 4.92

Table 1: Perplexity of all LLMs on the SVT corpus; lower is better. Results for the GPT-3 models are
reported with (+ift) and without (−ift) instruction fine-tuning.

Model #Params Acc. z-s Acc. f-s

Random baseline 50.0 50.0
GPT-SW3 20B 50.0 48.7
OPT 66B 38.0 51.2
DaVinci 175B 16.0 50.3
DaVinci-003 175B 61.6 58.5

Table 2: Accuracy on Swedish WiC under a zero-
shot and few-shot (two-shot) setting. All other
model variations oscillate around the random base-
line or score below the baseline.

5.2 Language Understanding
We evaluate the four models with the best perplex-
ity on SweWiC. While all versions of the models
presented in §4.1 were evaluated on SweWiC. only
the largest versions of the models are presented
Table 2. Of the evaluated models, only 175B in-
struction fine-tuned GPT-3 model outperform the
50% random baseline; all other models oscillate
around the baseline or perform worse.

5.3 Emergent Abilities
We report results for the four models with the best
perplexity on GSM8K dataset in Table 3. Only the
instruction-tuned GPT-3 models showed any capa-
bilities on the GSM8K dataset (in either language),
indicating that instruction fine-tuning and scale are
important factors for performance. The lowest-per-
forming models either produce incoherent text, not
related to the question, or nonsensical reasoning
chains. We find that few-shot examples reduce the
former but not the latter.

Curie-001 produces coherent outputs but gets
only a small share of the examples right (1.9%
and 2.2%), while DaVinci-003 performs best with

Model #Params Acc. sv Acc. en

GPT-SW3 20B 0.0 0.0
OPT 66B 0.0 0.0
DaVinci 175B 0.0 0.0
Curie-001 6.7B 1.9 2.2
DaVinci-003 175B 48.5 61.8

Table 3: Zero-shot accuracy on English and
Swedish versions of GSM8K.

48.5% for Swedish and 61.8% for English. A qual-
itative analysis of those answers from DaVinci-
003 that were correct for English but incorrect for
Swedish shows that the difference in predictions
can partly be attributed to issues in the data (see
examples in Appendix C):

• Translation errors cause incorrect reasoning
chains.

• The model converts U.S. to SI metrics, e. g.,
miles to km, leading to wrongly scaled answers.

• For questions when the model were correct on
English data and incorrect on Swedish data, 31%
contained mentions of U.S. metrics. For answers
that both models got correct, only 15% of the
questions contained mentions of U.S. metrics.

• When longer reasoning chains are needed, the
maximum generation length is reached for
Swedish due to tokenization of unknown words.
The inconclusive reasoning chain will not con-
tain the final numerical answer, leading to the
wrong prediction from the second prompt.

On questions that the model answered wrong for
both languages, the numerical answer is the same
for 23% of the examples. This is notable given
the range of possible answers, and indicates that
the model reasons similarly for both languages,
especially since we can expect that the overlap is
reduced by the mentioned data quality issues.

5.4 Cultural Adaption

The generated texts can be found in Appendix D.
We observe culture-adapted answers for three ques-
tions. The remaining two have generic answers
that work equally well in many cultures. For the
question for typical Christmas food, the Swedish
answer suggests a julbord with a list of typical
Swedish Christmas foods, while the English an-
swer points out that it varies across cultures and
gives roast turkey as the first option. The ques-
tion for popular sports on TV gives football (soc-
cer) as the most popular choice for Swedish, while
American football is named as the most popular
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sports in the English answer. The question for a
common dinner triggers rather general lists, which
however include some more specific options like
meatballs with mashed potatoes for Swedish. In
the answers for music recommendations and week-
end activities, we do not observe specific answers.
Suggested weekend activities in both lists include
going to a concert or a museum. For Swedish, the
options tend to be urban activities while the En-
glish answer includes many outdoor activities. The
generated music recommendations in English are
more classical and older acts while the Swedish
recommendations are mostly current pop music,
but do not include Swedish or more European acts.

6 Discussion

In this section we discuss our results from § 5 with
respect to the one model =many models framework,
and what implications we see for the question if
we need to pre-train language-specific models. For
limitations of our work, see Appendix A.

6.1 Performance on Swedish Tasks

The GPT-SW3 model has the lowest perplexity
among all investigated models (§ 5.1). This is un-
surprising, as the amount of Swedish text GPT-
SW3 has been trained on is orders of magnitude
larger than that of the models that do not inten-
tionally include Swedish in pre-training. It is in-
teresting, then, that all other models perform so
well on language modeling for Swedish. There is
also the divergence of perplexity and performance
on the two other tasks we explore: With a slightly
higher perplexity, GPT-3 DaVinci is able to solve
the tasks in both English and Swedish to a certain
extent, while other models, including “Swedish”
models, do not exceed random performance (§ 5.2
and § 5.3). These results show that perplexity is not
a good indicator for the functional competencies
that we often seek in these models: Instruction-
tuned models that depart from a pure language
modelling objective have a higher perplexity than
their non-tuned counterparts, while having signifi-
cantly better zero-shot and few-shot capabilities.

The results on both the WiC and the translated
GSM8K data sets reveal that a large share of ca-
pabilities is transferred from English to Swedish.
Out-of-the-box, GPT-3 DaVinci-003 is highly ca-
pable on both Swedish tasks. All models but the
GPT-3 models did not show any zero-shot or few-
shot capabilities on either of the tasks; they did not

surpass random performance. The scores of GPT-3
on the English datasets are better, but the results
are not directly comparable. In the WiC datasets,
the samples are different for the two languages and
a comparison could be misleading, which is why
we do not include the English version. In GSM8K,
the Swedish set is a translation of the English one,
but there are still translation errors and faulty unit
conversions which reduce the similarity between
the English and Swedish datasets. It is possible that
the real performance difference on English and on
Swedish is negligible.

6.2 Adaption to Swedish
For GPT-3, we have seen in § 5.2 and § 5.3 that
zero-shot and few-shot capabilities, including CoT
reasoning, are shared even when prompted in
Swedish. We argue that this is as an indication
of the presence of the one model property (§ 3.1):
If there only was a dedicated Swedish submodel, it
would be too small to exhibit zero-shot competen-
cies that have so far been specific to LLMs. This
specifically applies to the functional capability of
(limited) logical reasoning (§ 3.2). On the other
hand, there is a specific representation that is in-
voked when the model is prompted in Swedish, as
we reveal in culture-adapted answers in § 5.4. That
the model behaves differently when prompted in a
different language an indication of the many mod-
els property. The model appears to lie on a favor-
able spot of the one model–many models spectrum,
sharing skills where beneficial for the performance
while retaining specific representations to adapt the
content to the language of the prompt.

6.3 Is Pretraining for Swedish Necessary?
Two arguments support pre-training a language-
specific model for Swedish: that such a model per-
forms better and that it has a better representation
of the needs of Swedish speakers. Our results show
that there exist pre-trained models, such as GPT-3,
that are not implicitly trained for Swedish but out-
performs GPT-SW3 by a large margin for all of our
functional capability tests. Emergent abilities are
also present when prompted in Swedish. GPT-3 in
our experiments also adapts the cultural setting of
its answers to the language of the prompt.

While there is research value in pre-training
LLMs for different (sets of) languages, we argue
that from a practical perspective, the need for such
models may not exist, at least for languages that
are typologically similar to English. The finding
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by Yong et al. (2022) that adapters outperform
continued pre-training in the target language for
model sizes larger than 3B parameters questions
the consensus from smaller models that a model
is better the more language-specific it is. Abili-
ties in multilingual models that necessitate huge
amounts of pre-training data can be shared across
languages. And, crucially, problematic properties
of data sets are more feasible to eliminate when we
share curated resources across languages. All this
indicates that previous findings about the inferior
performance of multilingual models (§ 2.1) are not
confirmed with the currently available models that
perform well on many languages at the same time.

6.4 Future Work

Multilingual models show great potential for
Swedish, but many questions remain on how they
work and how they should be adapted and eval-
uated. We find the following research directions
particularly promising:

Improving Adaption Mechanisms Where few-
shot usage in a new language is not sufficient, adapt-
ing existing models (§ 2.3) makes more efficient
use of resources than training models from scratch.
Adapters are even reported to outperform more
resource-intensive fine-tuning (Yong et al., 2022).
We argue that more studies on which mechanisms
are most efficient and effective to adapt the model
to new languages are needed.

Understanding Skill Sharing We have observed
that reasoning skills are shared across languages,
while a specific representation of Swedish affects
the generated content. As argued in § 3, this is
desirable, but little is known about the separation
and interaction between these representations. A
better understanding, e. g.using mechanistic inter-
pretation (Meng et al., 2022) or causal mediation
analysis (Vig et al., 2020), could lead to more effi-
cient adaption and better models, particularly for
low-resource languages. Ultimately, models with
separate units for formal and functional competen-
cies (Mahowald et al., 2023) would provide us with
insight and control.

High-Quality Training Data Crucial for devel-
oping better LLMs and adapting existing models
are corpora that are diverse and carefully controlled
for harmful biases and contents. Even studies on
the optimal data size and linguistic properties for
language transfer would advance the field.

Better Evaluation Challenging evaluation data
that tests functional competence in Swedish is
sparse. It is often necessary to rely on machine-
translated data that likely contains translation arti-
facts (Gellerstam, 1986; Freitag et al., 2019) and
errors (§ 5.3). Extending the benchmark SuperLim
(Adesam et al., 2020) with data sets that test compe-
tencies like logical reasoning and world knowledge
would be valuable. More comprehensive data sets
for a cultural adaption analysis than our exploratory
set in § 5.4 would help to assess the potential ad-
vantages of language-specific models better.

7 Conclusion

Continuously pre-training LLMs comes with sig-
nificant environment and economic costs (direct
and opportunity cost), and demands substantial
human resources and competency. As such, pre-
training is an unsustainable approach to adapt all
new model innovations that arise to Swedish. In
this paper, we aim to spark a discussion on the
necessity of pre-training language-specific models
for languages like Swedish. We explore the capa-
bilities of existing LLMs, that are not implicitly
trained on Swedish, on a set of Swedish tasks. We
found that GPT-3 transfers capabilities from En-
glish to Swedish, providing emergent abilities such
as mathematical reasoning for Swedish. The GPT-3
model also adapts to the cultural setting of its an-
swers based on the language of the prompt. While
we may not want to rely on GPT-3 specifically due
to its closed nature, our results indicate that there
are alternatives that make LLMs perform well for
Swedish without language-specific pre-training.

We suggest that the shared capabilities in these
models need to be explored further. Instead of pre-
training LLMs for Swedish, we should focus our
research resources on understanding and adapting
models that already have the functional capabilities
that we desire for Swedish.
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of the models is not diverse. We do not endorse
these data sets for a thorough evaluation of models
but use them to bring up interesting properties and
behaviour of the models for discussion. We aim
for and encourage others to also contribute to the
development of better evaluation data in the future.

The best-performing of the models we evaluate
in this work are not fully public. For all OpenAI
models, we only have API access. For GPT-SW3
we have parameter access, but access is granted
only on manual approval by AI Sweden. This un-
fortunately hinders reproducability for many other
researchers. The increasingly secretive policy of
OpenAI even limits our knowledge about the mod-
els that would enable a reliable comparison of pa-
rameters counts and training data. We hope that in
the future reliance on such models will decrease
and more truly open models will be available.

B Prompt templates

B.1 GSM8K
First prompt (English):

Q: [Question]
A: Let’s think step by step.

Second prompt (English):

Q: [Question]
A: Let’s think step by step.

[Model output from first prompt]

A: Therefore the answer is (arabic numerals)

First prompt (Swedish):

Q: [Question]
A: Låt oss tänka steg för steg.

Second prompt (Swedish):

Q: [Question]
A: Let’s think step by step.

[Model output from first prompt]

A: Därför är svaret (svarat med en siffra)

B.2 WiC
Prompt (English):

Decide if the word has the same meaning in
sentence 1 and sentence 2. Answer with "True"or
"False".

Word: [Word]
Sentence 1: [Sentence 1]
Sentence 2: [Sentence 2]
Answer:

Prompt (Swedish):

Bestäm om ordet har samma be-
tydelse i mening 1 och mening 2. Svara med
"Sant"eller "Falskt".

Ord: [Word]
Mening 1: [Sentence 1]
Mening 2: [Sentence 2]
Svar:

C GSM8K generations

C.1 Translation errors
The following sample show the effects of machine
translation errors. The word "miles"is incorrectly
translated to the both kilometer and Scandinavian
mile (10 km). The model generates correct
reasoning but with the answer scaled by 1,60934
(the length of a mile in kilometers).

Generation (Swedish):

Q: I måndags gick Walt 4 miles. I tisdags gick han
6 gånger så många mil som i måndags. Hans
sammanlagda körsträcka från måndag till onsdag var
41 mil. Hur många kilometer gick han på onsdagen?
A: Låt oss tänka steg för steg.

Måndag: 4 miles = 6.4 km

Tisdag: 24 miles = 38.4 km

Onsdag: 41 miles - (4 + 24) miles = 13 miles = 20.9
km

A: Därför är svaret (svarat med en siffra) 20.9.

Gold answer: 13

Generation (English):
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Q: On Monday, Walt walked 4 miles. Tuesday,
he walked 6 times as many miles as he walked
on Monday. His total mileage Monday through
Wednesday was 41 miles. How many miles did he
walk on Wednesday?
A: Let’s think step by step.

On Monday, Walt walked 4 miles.

On Tuesday, he walked 6 times as many miles as he
walked on Monday, which is 24 miles.

So, his total mileage Monday through Tuesday is 28
miles.

We know that his total mileage Monday through
Wednesday is 41 miles.

Therefore, he walked 13 miles on Wednesday.

A: Therefore the answer is (arabic numerals) 13
miles.

Gold answer: 13

C.2 Difficulties with U.S. metrics
The following sample show the effects of using
U.S. metrics in Swedish text. The model applied
to English data uses the correct reasoning steps to
solve the task. The model applied to Swedish data
immediately converts 1 inch to 12 feet, inverting
the relation.

Generation (Swedish):

Q: Naruto kan lyfta ett berg tio gånger högre än vad
Kagiyami kan. Men Kagiyami kan lyfta ett berg 4
gånger högre än vad Saskay kan. Och Saskay kan
lyfta ett berg 12 gånger högre än Pompei kan. Om
Pompei kan lyfta ett berg 1 tum, hur högt kan Naruto
lyfta ett berg, i fot?
A: Låt oss tänka steg för steg.

Pompei kan lyfta ett berg 1 tum, vilket motsvarar 12
fot.

Saskay kan lyfta ett berg 12 gånger högre än
Pompei, vilket motsvarar 144 fot.

Kagiyami kan lyfta ett berg 4 gånger högre än
Saskay, vilket motsvarar 576 fot.

Naruto kan lyfta ett berg 10 gånger högre än
Kagiyami, vilket motsvarar 5760 fot.

Så Naruto kan lyfta ett berg 5760 fot.

A: Därför är svaret (svarat med en siffra) 5760.

Gold answer: 40

Generation (English):

Q: Naruto can lift a mountain ten times higher than
Kagiyami can. But Kagiyami can lift a mountain 4
times higher than Saskay can. And Saskay can lift
a mountain 12 times higher than Pompei can. If
Pompei can lift a mountain 1 inch, how high can
Naruto lift a mountain, in feet?
A: Let’s think step by step.

Pompei can lift a mountain 1 inch, which is equal to
0.083333 feet.

Saskay can lift a mountain 12 times higher than
Pompei, so that’s 12 x 0.083333 = 1 foot.

Kagiyami can lift a mountain 4 times higher than
Saskay, so that’s 4 x 1 foot = 4 feet.

Finally, Naruto can lift a mountain 10 times higher
than Kagiyami, so that’s 10 x 4 feet = 40 feet.

Therefore, Naruto can lift a mountain 40 feet high.

A: Therefore the answer is (arabic numerals) 40 feet.

Gold answer: 40

C.3 Wrong labels
Some answers are incorrectly annotated. Even
though the model’s precision are off they correctly
round to the nearest integer. The true price is
138,915 and the gold label is incorrectly rounded
down to 138.

Generation (Swedish):

Q: Fru Tatiana äger en livsmedelsbutik som säljer
olika frukter och grönsaker, bland annat morötter.
Priset på morötter i livsmedelsbutiken ökar med 5%
av det ursprungliga priset varje år. Vad skulle priset
på morötter vara efter tre år om det ursprungligen
var 120 dollar? (Avrunda till närmaste heltal).
A: Låt oss tänka steg för steg.

År 1: 120 dollar x 1,05 = 126 dollar

År 2: 126 dollar x 1,05 = 132,30 dollar (avrunda till
132 dollar)

År 3: 132 dollar x 1,05 = 138,60 dollar (avrunda till
139 dollar)

Så efter tre år skulle priset på morötter vara 139
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dollar.

A: Därför är svaret (svarat med en siffra) 139.

Gold answer: 138

Generation (English):

Q: Mrs. Tatiana owns a grocery store that sells
different fruits and vegetables, which includes
carrots. The price of carrots in the grocery store
increases by 5% of the original price every year.
What would be the price of carrots after three years
if it was $120 initially? (Round to the nearest integer)
A: Let’s think step by step.

1st year: $120 + 5% = $126

2nd year: $126 + 5% = $132.30

3rd year: $132.30 + 5% = $138.72

Therefore, the price of carrots after three years
would be $139 (rounded to the nearest integer).

A: Therefore the answer is (arabic numerals) 139.

Gold answer: 138

C.4 Correct for Swedish, not for English
The following sample is one example of when the
model is correct on Swedish and incorrect on the
English version of the question. This happens for
97 of the 1320 datapoints.

Generation (Swedish):

Q: 9 av 10 cheerleaders är 64"långa. Den tionde
cheerleadern är 60"lång. Om de bygger en mänsklig
pyramid, där 4 flickor står längst ner, 3 står ovanpå 4,
2 står ovanpå 3 och den kortaste flickan står högst
upp, hur hög är den mänskliga pyramiden i fot?
A: Låt oss tänka steg för steg.

Först, de fyra flickorna längst ner är 64"långa, så
den första nivån är 64"hög.

Sedan, de tre flickorna ovanpå de fyra är också
64"långa, så den andra nivån är också 64"hög.

Därefter, de två flickorna ovanpå de tre är också
64"långa, så den tredje nivån är också 64"hög.

Slutligen, den tionde cheerleadern är 60"lång, så
den fjärde nivån är 60"hög.

Så den mänskliga pyramiden är totalt 64 + 64 + 64 +
60 = 252"hög. Det är ungefär 21 fot.

A: Därför är svaret (svarat med en siffra) 21.

Gold answer: 21

Generation (English):

Q: 9 out of 10 cheerleaders are 64"tall. The 10th
cheerleader is 60"tall. If they build a human pyramid,
where 4 girls are on the bottom, 3 stand on top of
the 4, 2 stand on top of the 3 and the shortest girl is
at the top, how tall is the human pyramid in feet?
A: Let’s think step by step.

The 4 girls on the bottom are 64"tall each, so the
total height of the bottom layer is 256".

The 3 girls on the second layer are also 64"tall each,
so the total height of the second layer is 192".

The 2 girls on the third layer are also 64"tall each, so
the total height of the third layer is 128".

The shortest girl is 60"tall, so the total height of the
top layer is 60".

Adding all of these together, the total height of the
human pyramid is 636".

To convert this to feet, divide 636"by 12, which gives
us 53 feet.

Therefore, the human pyramid is 53 feet tall.

A: Therefore the answer is (arabic numerals) 53 feet.

Gold answer: 21

C.5 Correct for English, not for Swedish
The following sample is one example of when the
model is correct on English and incorrect on the
Swedish version of the question. This happens for
273 of the 1320 datapoints.

Generation (Swedish):

Q: Brianne och Ashley gör grekisk apelsinpaj. Ashley
tog med sig fem lådor med tio apelsiner i varje
låda, medan Brianne tog med sig 20 fler apelsiner
än Ashley. Om en grekisk apelsinpaj kräver tre
apelsiner, hur många grekiska apelsinpajer kan de
göra?
A: Låt oss tänka steg för steg.

Ashley har fem lådor med tio apelsiner i varje låda,
vilket ger 50 apelsiner.
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Brianne har 20 fler apelsiner än Ashley, vilket ger 70
apelsiner.

Eftersom en grekisk apelsinpaj kräver tre apelsiner,
kan de göra 70/3 = 23,33 grekiska apelsinpajer.

A: Därför är svaret (svarat med en siffra) 23 grekiska
apelsinpajer.

Gold answer: 40

Generation (English):

Q: Brianne and Ashley make greek orange pie.
Ashley brought five boxes with ten oranges in each
box, while Brianne brought 20 more oranges than
Ashley. If one greek orange pie needs three oranges,
how many greek orange pies can they make?
A: Let’s think step by step.

Ashley brought 5 boxes with 10 oranges in each box,
so Ashley brought a total of 50 oranges.

Brianne brought 20 more oranges than Ashley, so
Brianne brought a total of 70 oranges.

Therefore, the two of them brought a total of 120
oranges.

Since one greek orange pie needs three oranges,
they can make a total of 40 greek orange pies.

A: Therefore the answer is (arabic numerals) 40
greek orange pies.

Gold answer: 40

C.6 Both wrong, same answer
The following sample is one example of when the
model prediction is wrong for both English and
Swedish. As we can see, the model generations are
almost exact translations of each other.

Generation (Swedish):

Q: Boris äger en chokladfabrik. Han tillverkar 50 000
chokladkakor varje månad. Boris producerar 8 000
chokladkakor den första veckan. Den andra veckan
producerar Boris bara hälften så mycket som den
första veckan. Men den tredje veckan producerar
Boris tre gånger så mycket som den första veckan.
Hur mycket producerar han den fjärde veckan?
A: Låt oss tänka steg för steg.

Den första veckan producerar Boris 8 000 choklad-
kakor.

Den andra veckan producerar Boris 4 000 choklad-
kakor (hälften av 8 000).

Den tredje veckan producerar Boris 24 000
chokladkakor (3 gånger 8 000).

Den fjärde veckan producerar Boris 12 000
chokladkakor (hälften av 24 000).

A: Därför är svaret (svarat med en siffra) 12 000.

Gold answer: 14000

Generation (English):

Q: Boris owns a chocolate factory. He produces
50,000 bars of chocolate each month. Boris
produces 8,000 bars of chocolate the first week. The
second week, Boris only produces half as much as
the first week. But, the third week, Boris produces
three times as much as the first week. How much
does he produce the fourth week?
A: Let’s think step by step.

The first week, Boris produces 8,000 bars of
chocolate.

The second week, Boris produces 4,000 bars of
chocolate (half of 8,000).

The third week, Boris produces 24,000 bars of
chocolate (three times 8,000).

The fourth week, Boris produces 12,000 bars of
chocolate (half of 24,000).

Therefore, Boris produces 12,000 bars of chocolate
the fourth week.

A: Therefore the answer is (arabic numerals) 12,000

Gold answer: 14000

C.7 Both wrong, same answer
The following sample is one example of when the
model prediction is wrong for both English and
Swedish. As we can see, the model generations are
almost exact translations of each other.

Generation (Swedish):

Q: Boris äger en chokladfabrik. Han tillverkar 50 000
chokladkakor varje månad. Boris producerar 8 000
chokladkakor den första veckan. Den andra veckan
producerar Boris bara hälften så mycket som den
första veckan. Men den tredje veckan producerar
Boris tre gånger så mycket som den första veckan.
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Hur mycket producerar han den fjärde veckan?
A: Låt oss tänka steg för steg.

Den första veckan producerar Boris 8 000 choklad-
kakor.

Den andra veckan producerar Boris 4 000 choklad-
kakor (hälften av 8 000).

Den tredje veckan producerar Boris 24 000
chokladkakor (3 gånger 8 000).

Den fjärde veckan producerar Boris 12 000
chokladkakor (hälften av 24 000).

A: Därför är svaret (svarat med en siffra) 12 000.

Gold answer: 14000

Generation (English):

Q: Boris owns a chocolate factory. He produces
50,000 bars of chocolate each month. Boris
produces 8,000 bars of chocolate the first week. The
second week, Boris only produces half as much as
the first week. But, the third week, Boris produces
three times as much as the first week. How much
does he produce the fourth week?
A: Let’s think step by step.

The first week, Boris produces 8,000 bars of
chocolate.

The second week, Boris produces 4,000 bars of
chocolate (half of 8,000).

The third week, Boris produces 24,000 bars of
chocolate (three times 8,000).

The fourth week, Boris produces 12,000 bars of
chocolate (half of 24,000).

Therefore, Boris produces 12,000 bars of chocolate
the fourth week.

A: Therefore the answer is (arabic numerals) 12,000

Gold answer: 14000

C.8 Answers with several numbers

For some samples the model answers in the
wrong format, not generating an Arabic nu-
meral. One such answer pattern is to present
several numerals which together is the right answer.

Generation (Swedish):

Q: Sophia och Rose gick tillsammans till marknaden
för att köpa lök och potatis. Rose köpte fyra gånger
så mycket lök och potatis som Sophia köpte. Om
Rose köpte 12 lökar och 4 potatisar, hur många lökar
och potatisar köpte Sophia totalt på marknaden?
A: Låt oss tänka steg för steg.

Rose köpte 12 lökar och 4 potatisar.

Sophia köpte fyra gånger mindre än Rose, så hon
köpte 3 lökar och 1 potatis.

Så Sophia köpte totalt 3 lökar och 1 potatis på
marknaden.

A: Därför är svaret (svarat med en siffra) 3 lökar och
1 potatis.

Gold answer: 4

Generation (English):

Q: Sophia and Rose went together to the market to
buy onions and potatoes. Rose bought 4 times the
number of onions and potatoes Sophia bought. If
Rose bought 12 onions and 4 potatoes, how many
onions and potatoes in total did Sophia buy at the
market?
A: Let’s think step by step.

Rose bought 12 onions and 4 potatoes.

If Rose bought 4 times the number of onions and
potatoes Sophia bought, then Sophia bought 3
onions and 1 potato.

Therefore, Sophia bought 3 onions and 1 potato at
the market.

A: Therefore the answer is (arabic numerals) 3
onions and 1 potato.

Gold answer: 4

D Cultural Sensitivity

In the following, we report the five pairs of prompts
we use for the cultural sensitivity analysis, along
with the GPT-3-generated outputs. The prompts
include the Question and the word Answer:; what
follows is the text generated by GPT-3.

Music Recommendations (English):

Question: Can you name a few good artists or groups
I can listen to?
Answer: Some great artists and groups you can lis-
ten to include: The Beatles, Queen, Michael Jackson,
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Elvis Presley, The Rolling Stones, Aretha Franklin,
Bob Dylan, David Bowie, U2, The Beach Boys, Fleet-
wood Mac, Led Zeppelin, Beyoncé, Prince, Madonna,
and Bruce Springsteen.

Music Recommendations (Swedish):

Fråga: Kan du nämna några bra artister eller grupper
jag kan lyssna på?
Svar: Det finns många bra artister och grupper att
lyssna på. Några exempel är Taylor Swift, The
Beatles, Billie Eilish, Queen, Arctic Monkeys, Ed
Sheeran, Fleetwood Mac, Bruno Mars, Kendrick
Lamar, Justin Bieber, The Rolling Stones, Beyoncé,
Coldplay, Adele, Kanye West och U2.

Typical Dinner (English):

Question: What do people usually eat for dinner?
Answer: This can vary widely depending on personal
preference, culture, and location. Some common
dinner foods include grilled or roasted meats, pasta
dishes, stir-fries, salads, soups, stews, casseroles,
and sandwiches.

Typical Dinner (Swedish):

Fråga: Vad bruker folk äta till middag?
Svar: Det beror på vad personen är intresserad av
att äta. Det finns många olika middagstips, från
enkla recept till mer komplexa och krävande rätter.
Vanligtvis innehåller en middag proteiner, grönsaker,
kolhydrater och eventuellt fett. Exempel på midda-
gar som folk äter är fisk, kött, kyckling, pasta, pizza,
soppa, salader, grytor, köttbullar med potatismos,
tacos, burgare, indisk mat och annan mat från olika
delar av världen.

Christmas Food (English):

Question: What is Christmas food?
Answer: Christmas food varies by culture and region,
but some popular dishes include roast turkey, ham,
mashed potatoes, stuffing, gravy, cranberry sauce,
casseroles, pies, cookies, and more. Other tradi-

tional Christmas dishes include roast goose, mince
pies, plum pudding, and fruitcake.

Christmas Food (Swedish):

Fråga: Vad är julmat?
Svar: Julmat är en mångfald av maträtter som äts
under julhelgen. Traditionella julmaträtter kan vari-
era beroende på land och region, men vanliga jul-
maträtter inkluderar julbord med mat som köttbullar,
julskinka, julstek, lutfisk, risgrynsgröt, janssons fres-
telse, julgodis och julöl.

TV Sports (English):

Question: What sport is popular on TV?
Answer: The most popular sport on TV is football
(American football). It is followed by basketball, base-
ball, and soccer.

TV Sports (Swedish):

Fråga: Vilken sport är populär på TV?
Svar: Fotboll är den mest populära sporten på TV.
Andra populära sporter som visas ofta inkluderar
baseball, basket, ishockey, golf och motorsport.

Weekend Activities (English):

Question: What activities can I do on the weekend?
Answer: There are many activities that you can do
on the weekend. Depending on your interests and
budget, you could take part in outdoor activities such
as camping, fishing, hiking, biking, or kayaking. You
could also explore your city by visiting local attrac-
tions, museums, galleries, or festivals. For some
weekend relaxation, you could watch movies, read
a book, or take a yoga or meditation class. Other
popular activities include going to the beach, play-
ing sports, or attending a concert or theater perfor-
mance.

Weekend Activities (Swedish):

109



Fråga: Vilka aktiviteter kan jag göra på helgen?
Svar: Det beror helt på vad du är intresserad av
och vad som finns att göra i ditt område. Det finns
många olika aktiviteter som du kan göra under hel-
gen, såsom att se på en film, gå på en museum, ta
en promenad, träna, besöka en restaurang, gå på en
konsert, organisera en picknick, åka karusell, spela
ett spel, besöka ett spa, fota eller måla. Det finns
oändliga möjligheter!
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