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Abstract

In this paper, we present the newly com-
piled DA-ELEXIS Corpus, which is one of
the largest sense-annotated corpora avail-
able for Danish, and the first one to be an-
notated with the Danish wordnet, DanNet.
The corpus is part of a European initiative,
the ELEXIS project, and has correspond-
ing parallel annotations in nine other Eu-
ropean languages. As such it functions as
a cross-lingual evaluative benchmark for a
series of low and medium resourced Euro-
pean language. We focus here on the Dan-
ish annotation process, i.e. on the anno-
tation scheme including annotation guide-
lines and a primary sense inventory con-
stituted by DanNet as well as the fall-back
sense inventory namely The Danish Dic-
tionary (DDO). We analyse and discuss
issues such as out of vocabulary (OOV)
problems, problems with sense granular-
ity and missing senses (in particular for
verbs), and how to semantically tag mul-
tiword expressions (MWE), which prove
to occur very frequently in the Danish
corpus. Finally, we calculate the inter-
annotator agreement (IAA) and show how
IAA has improved during the annotation
process. The openly available corpus con-
tains 32,524 tokens of which sense an-
notations are given for all content words,
amounting to 7,322 nouns, 3,099 verbs,
2,626 adjectives, and 1,677 adverbs.

1 Introduction

Even today in the era of neural language mod-
els, high-quality, sense-annotated corpora that are
openly accessible prove to be highly requested for
the training and evaluation of semantically related
NLP tasks, in particular tasks such as word sense

disambiguation (WSD) and natural language un-
derstanding (NLU).

In spite of numerous initiatives in the field dur-
ing the last decades, such corpora are still in short
supply for many lower-resourced languages, in-
cluding to some extent the Nordic languages. Two
main factors lie at the root of this scarcity:

• Freely available sense inventories (vis-à-vis
dictionaries) with a suitable level of sense
granularity are often not readily available for
the task.

• Even with a suitable sense inventory avail-
able, the annotations are extremely costly to
compile since they require substantial man-
power, preferably from experienced linguists
or lexicographers.

The former factor plays a particularly important
role, since most curated dictionaries are not open
for such use in practice, and since those that are
available, may not be well-suited for several rea-
sons.

We present here the DA-ELEXIS Corpus,
which is one of the largest sense-annotated cor-
pora available for Danish, and the first one to be
annotated with the Danish wordnet, DanNet (Ped-
ersen et al., 2009). The corpus is compiled as
part of a larger European initiative, the ELEXIS
project, (Krek et al., 2018) and corresponding par-
allel annotations have taken place in nine other Eu-
ropean languages. As such it functions as a cross-
lingual evaluative benchmark for a series of low
and medium resourced European language. For a
preliminary presentation of the design of the joint
initiative, cf. Martelli et al. (2021). The initiative
was led by The Artificial Intelligence Laboratory,
Jozef Stefan Institute in Ljubljana and the Depart-
ment of Computer Science, Sapienza University
of Rome; each language group was, however, re-
sponsible for their own annotation procedures and
sense inventories.
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In this paper, we focus mainly on the Danish an-
notation process, including the Danish annotation
scheme and the issues that arose during annotation
with regards to calibration and agreement among
annotators etc. The corpus is freely available and
can be downloaded from CLARIN, www.clarin.si
under a CC-BY-SA 4.0 license.

The paper is structured as follows: In Section 2
we give an account on related work, and in 3 we
present the corpus and its annotation layers previ-
ous to the semantic annotation and provide exam-
ples where specific Danish adjustments were re-
quired. Section 4 discusses the Danish sense in-
ventories applied for the task, and in Section 5
we describe the annotation process in more de-
tail, whereas Section 6 discusses issues on inter-
annotator agreement of the annotations. Finally,
in Section 7, we conclude and discuss potential fu-
ture investigations and development.

2 Related Work

Since the early days of SemCor (Landes et al.,
1998), which is one of the first sense-annotated
corpora for English based on the Princeton Word-
Net sense inventory (Fellbaum, 1998), there has
been a continuous request in the NLP community
for sense-annotated corpora for the world’s lan-
guages.

Hence, semantic annotation projects have been
carried out for a variety of languages; some are
based on purely monolingual grounds, while oth-
ers have adopted different kinds of multilingual
approaches. Petrolito and Bond (2014) provides
an overview of SemCor corpora and other corpora
annotated with wordnets for different languages,
and Bentivogli and Pianta (2005) provides more
detail on the multilingual SemCor approaches.
The Ontonotes corpus (Weischedel et al., 2011)
which comprises English, Chinese and Arabic,
also uses wordnet as a starting point for its sense
annotations of the English part whereas the Chi-
nese and Arab parts base the sense annotations on
various lexical sources.

Newer initiatives experiment with semi-
automatic approaches to sense annotation in order
to overcome the scarcity of such data sets, among
others the OneSec corpora created by Scarlini
et al. (2020) in five languages, namely English,
French, German, Italian, and Spanish. These
corpora consist of Wikipedia texts with between
1.2 and 8.8 M sense annotations of nouns per

language.
If we look into the Scandinavian languages,

the Swedish Eukalyptus corpus (Johansson et al.,
2016) is a sense annotated corpus of 100,000 to-
kens annotated with the senses from the SALDO
lexicon (Borin et al., 2013), a Swedish lexical-
semantic resource based on a concept of ’cen-
trality’ instead of being based on the hyponymy
relation, which is a central organisational rela-
tion in wordnets. For Norwegian, sense tagging
has mostly focused on named entity tags, see e.g.
(Jørgensen et al., 2019) whereas a SemCor-like re-
source does not exist to the best of our knowledge.

In the case of Danish, there have been but a
few previous initiatives concerned with sense an-
notation. Pedersen et al. (2016) presents the Sem-
Dax Corpus, which comprises 86,786 tokens, of
which the 34,421 content words are sense anno-
tated. It is important to notice, however, that the
sense inventory applied in SemDaX refers to the
so-called supersense inventory, which is a very
coarse-grained, multilingual sense inventory de-
rived from the list of WordNet’s first beginners
or lexicographical files – corresponding roughly
to top-ontological types. In contrast, the DA-
ELEXIS Corpus applies a fully-fledged sense in-
ventory derived from monolingual sources, as we
will describe in more detail below.

3 The Corpus and its Annotation Layers

DA-ELEXIS consist of 2024 sentences that were
extracted from WikiMatrix3 (Schwenk et al.,
2019). WikiMatrix3 is an immense open-access
collection of parallel sentences derived from
Wikipedia covering a diverse set of technical do-
mains from this resource. The WikiMatrix Corpus
overall covers Wikipedia articles in 96 languages,
resulting in 1620 language pairs. The ELEXIS
sense-annotated parallel corpora have been ex-
tracted from this collection for 10 European lan-
guages, namely Bulgarian, Danish, Dutch, En-
glish, Estonian, Hungarian, Italian, Portuguese,
Slovene, and Spanish (Martelli et al., 2021). Only
sentences in English with a counterpart in one
of the other nine languages were extracted from
WikiMatrix, and missing translations were either
retrieved automatically and validated manually or
translated manually.

To ensure that the sense annotation (also for
multiword entities (MWEs)) can be performed in
a flexible and consistent way, the ELEXIS corpus
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contains a total of five annotation layers, four of
which are completed prior to the sense annotation:

• a tokenisation layer

• a sub-tokenisation layer

• a lemmatisation layer, and

• a POS tagging layer

These first four layers were annotated automati-
cally following the Universal Dependency guide-
lines for each language and afterwards checked
manually. See Martelli et al. (2021) for a more de-
tailed account of this annotation process. In other
words, before getting to the semantic annotation,
several adjustments and decisions needed to take
place for each language.

A challenge for Danish was how to deal with
compounds, which, as for most Germanic lan-
guages, are quite common and relatively dynam-
ically generated, and more importantly: they are
written as a single word. We adopted the ap-
proach that conventionalized compounds found
either in DanNet or in The Danish Dictionary
(henceforth DDO) (Hjorth and Kristensen, 2003)
should be kept as such, while compounds not
found in any of these resources should be split
into lemmas included in the resources, in order
to enable them to be semantically tagged. When
splitting compounds with a binding element, e.g.
‘s’ in forsøgsperiode (’trial period’), it was de-
cided to keep the binding element during the sub-
tokenisation and POS-tagging phase and to finally
remove it in the lemmatization phase.

In several other cases, decisions were required
at the POS-tagging level in order to facilitate the
semantic tagging. For example in cases when par-
ticiples are used as adjectives. Participles with ad-
jective entries in the dictionary were lemmatised
as such, e.g. udstrakt (’outstretched’, fig: ’exten-
sive’), while those that had only verb entries in the
dictionary were lemmatised as verbs, e.g. samlede
(’assembled’, fig: ’total’).

4 Sense Inventories for the Danish
Annotation

The sense inventory applied for the annotation, is
mainly constituted by the DanNet resource1 (Ped-

1Link to the DanNet resource: https:
//repository.clarin.dk/repository/xmlui/
handle/20.500.12115/24

ersen et al., 2009), which is an open-source word-
net compiled semi-automatically on the basis of
DDO.

DanNet covers 70,000 Danish lemmas and in-
cludes approximately half of the DDO senses from
the first, printed edition of the dictionary, mainly
from nouns and verbs. It contains a slightly sim-
plified sense inventory, where some DDO senses
are collapsed into one when they have been con-
sidered very close in meaning. Senses are organ-
ised in synonym sets, each one called a synset,
which constitute the basic building blocks in a
standard wordnet, cf. Fellbaum et al. (eds) 1998.
DanNet has taken over the sense definitions and
usage examples from DDO, but due to copyright
retrictions, definitions are given in an abbreviated
form where only the first 50 characters are repre-
sented.

In contrast to DDO, DanNet is open-source (CC
BY-SA 4.0) allowing the sense-annotated corpus
to be freely used and integrated in all kinds of
pipelines and applications. This was a prerequisite
defined by the ELEXIS project for participating in
the annotation task.

Since not all senses are covered in DanNet, a
current online version of DDO was used as fall-
back and new senses from this resource were es-
tablished via the annotation tool when required.
This version of the dictionary covers approxi-
mately 100,000 lemmas and 150,000 senses and is
continuously updated and published online since
2009 at ordnet.dk/ddo.

5 The Sense Annotations

5.1 The Annotation Tool

Due to the complex requirements of the many
languages involved, a web-based annotation tool,
LexTag, was developed for the sense annotation
by the company Babelscape. As shown in Figure
1, the tool brings the annotator through each token
in the sentence and presents all available senses for
the token in question to the annotator.

In the case where a sense is not present in any
of the resources, the annotator can add a new sense
directly in the tool, including a definition. The new
sense is thereafter part of the existing sense inven-
tory – for other annotators to use.
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Figure 1: LexTag annotation tool for sense annotation

The tool also facilitates the encoding of MWE
with a single semantic label, as in the case of e.g.
phrasal verbs (spise op – ’eat up’), which are very
frequent in Danish. When MWEs occur discontin-
uously in the corpus, the tool also enables flexible
annotation, as in spise frokosten op – lit: ’eat the
lunch up’. In such cases, the entire MWE is sub-
sequently looked up in the lexical resources.

5.2 The Annotators

The annotations were completed by seven differ-
ent annotators, all experienced traditional lexico-
graphers and/or computational lexicographers.

5.3 The Annotation Guidelines

Annotation guidelines were developed across lan-
guage groups during the first annotation phase.
Several zoom meetings among partners were re-
quired to achieve consensus on the most basic
annotation principles to be used. In the Danish
group, however, further language-specific guide-
lines were compiled in collaboration based on
the first rounds of annotation of Danish. These
included principles on defining word classes in
unclear cases, on when to consider something a
MWE, on when and how to enter new senses to
the tool, etc.

5.4 Annotation Issues and Amendments to
the Sense Inventory

Figure 2 and 3 illustrate how well the available
sense inventories covered the corpus at sense level
and token level, respectively. Overall, it can be
seen that DanNet covers quite well, but that DDO
has been consulted in more than 20 % of the cases
due to missing senses in DanNet. In 2.5 % of the
annotated examples, a completely new sense had
to be established given that it was not found in any
of the existing resources. In Figure 3 we observe
5% non-content words. These are words that were
originally pos-tagged as content word, but which

during the sense tagging process were found to be
non-content words and thus were not tagged with
a sense.

Figure 2: Distribution of lexical resources used for
annotating calculated at sense level (excluding proper nouns)

Figure 3: Distribution of lexical resources used for
annotation calculated at token level (including proper nouns
from BabelNet)

If we take a closer look at the annotations,
around 4000 different DanNet senses came into
use while 1500 other senses occurring in the cor-
pus were not covered by DanNet. In these cases,
the sense definitions were established on the fly
by consulting the DDO online dictionary. How-
ever, in a number of cases (approx 250 cases) no
suitable sense description was found in either re-
source. In some of these cases (110 senses), a
sense could not be identified due to POS tagging
errors in the corpus, i.e. the POS diverged from
the one given in DanNet/DDO, in other cases a
compound had not been split correctly at the syn-
tactic level and could therefore not be identified
in the dictionaries. Only in the remainder of the
cases (140 examples), the available sense invento-
ries proved to be insufficient.

Approximately half of the senses not covered by
DanNet only appear once in the corpus, while the
other half is represented two or more times. 125 of
these occur at least five times, and 15 senses more
than 20 times, e.g., two senses of the verb være
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(‘to be’) as well as one sense of the adjective stor
(‘big’).

The annotation task gives very useful feed-
back regarding the vocabulary and sense inventory
of both DanNet and the DDO. As expected, we
find many adjective and adverb senses among the
senses that are not covered by DanNet. This re-
lates to the fact that adverbs are not part of Dan-
Net, and that only a subset of adjectives were given
priority when compiling the resource. Among
senses occurring more than once, 70 are adverbs,
and only six of these are covered in DanNet, typi-
cally in the form of an adjective. 71 are adjectives,
and in half of the cases the lemma is not included
in DanNet. Of the 125 most frequent senses (five
or more) we find 41 adverbs and 33 adjectives, and
four adjectives and 5 adverbs are among the top
15, the negation adverb ikke (‘not’) being the most
frequent with 101 occurrences.

More surprisingly, we discovered that of the 76
verb senses missing in DanNet, only nine were
down to a lack of the lemma itself, the rest be-
ing down to missing verbal senses of an already
existing verb. In the case of the 33 noun senses
occurring more than once, 13 are not lemmas in
DanNet, the rest represent a sense which is not in-
cluded in spite of the fact that the noun in question
is already included in the WordNet. This gives us
useful feedback on which senses and lemmas to
add to DanNet in the future.

Also in the case of the DDO, useful feedback
was provided. By making use of the corpus-based
dictionary (covering more than 100,000 lemmas)
as the default backup lexical resource, we ex-
pected to cover a very high percentage of the lem-
mas and their senses in the corpus, also given the
fact that ad hoc compounds would be split before-
hand at the syntactic level. This turned out to be
correct. However, 3 % of the lemma senses oc-
curring twice or more, were not described in the
DDO. As expected, the number is higher for rarer
senses (those that only occur once in the corpus):
Approximately 20 % of these are not represented
in our lexical resources. Sometimes for good rea-
son since the DDO focuses on general language.
Highly domain specific lemmas and senses such
as bro ‘bridge’ in the sense ‘geometric figure that
connects two things’, aurora in the sense ‘north-
ern and southern lights’), as well as the lemmas
cefalexin (a form of medicine) and cleveit (a min-
eral), are therefore not found in DDO. We also

see cases where the lemma in DDO only contains
morphological, not semantic information, e.g. in
the cases of rabbinsk (‘rabbinical’, tektonisk (‘tec-
tonic’), and underudvalg (‘subcommittee’).

Still, in spite of these explanations, a surpris-
ingly large part of the missing lemmas are candi-
dates to be included in the DDO, e.g. affaldsind-
samling (‘waste collection’), adfærdsmæssig (‘be-
havioural’), 1980’erne (‘the 1980s’), and cloud-
baseret (‘cloud based’). All in all, a list of around
100 good lemma candidates for both DanNet and
the DDO are identified through the annotation
task.

A lesson learned was also the fact that POS an-
notations in the corpus should be calibrated well
with the POS information of the lexical resources.
It may seem surprising, but actually agreeing on
part of speech is not as evident as one may expect.
In fact, 10 % of the lemma senses which could be
directly linked to a DanNet or DDO sense, had a
diverging POS annotation in the corpus, e.g. 3D is
tagged as an adjective in the corpus, but as a pre-
fix tre-d- in the DDO; and beregnet is tagged as
an adjective in the corpus, but is explained in the
DDO as a fixed expression beregnet på (‘intended
for’) in the entry of the verb beregne (‘calculate’)
in the DDO).

6 Agreement among Annotators

It is one thing whether a sense is actually described
in the sense inventory at hand, another, however,
is to what extent annotators agree on which sense
tags to use for a given example. To study this as-
pect, we have, in accordance with consensus for
semantic annotations tasks, triple annotated a lit-
tle over 5% of the corpus, amounting to 108 sen-
tences. This triple annotation has enabled us to
calculate inter-annotator agreement and examine
differences among annotators.
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Figure 4: Average of agreement between all three
annotators. The more the plot tends to slant towards the
right, the more agreement there is

Inter-coder agreement reveals interesting things
about several aspects of the annotation task. A
number of issues come into play, such as:

• the pre-processing of the corpus, e.g. whether
there is an overall agreement on the POS tag
set and on how to employ it,

• the coverage of the sense inventory,

• the granularity of the sense inventory (fine-
grained or coarse-grained),

• the depth of the annotation guidelines, and fi-
nally

• the overall proficiency of the annotators

We calculate an average Cohen’s kappa agree-
ment for the triple annotated data of 0.68 between
all three annotators as seen in Figure 4. We would
have liked also to employ the Krippendorph alpha
measure, which takes into account the fact that it
is generally easier to agree on few labels than on
many, but this measure proved impossible to cal-
culate in practice since it requires a full list of all
possible senses (including MWEs) that every word
can occur in, and such MWE lists are not provided
in DanNet.

Figure 5: Average of agreement between an annotation
made early in the project, and one done late in the project)

Figure 6: Average of agreement between two annotations
made late in project

However, since the first annotation of the 108
sentences was performed in the first phase of the
annotation project (corresponding to annotator 1
in Figure 5), several issues regarding delimitations
of MWE, diverging POS tags, and problems with
the encoding of compounds etc. had not yet been
clarified. The two other annotations (correspond-
ing to annotators 2 and 3 in Figure 5 and 6) were
performed at the end of the project when more or
less all pending issues had been clarified. Here we
achieve an inter-coder agreement of 0.78. This can
be considered a quite substantial level of agree-
ment for this kind of task.

As revealed by the bullet points above, most is-
sues come into play in the diverging annotations.
As already touched upon, preprocessing proves to
have caused some divergences, in particular in re-
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lation to MWE, and since these are relatively fre-
quent, in particular for verbs (phrasal verbs), we
positively know that this has caused divergences
in a number of cases. With regards to coverage,
it can be assessed to be relatively good if we see
DanNet and DDO all together even if a small per-
centage of the examples could not be tagged with
existing senses.

The granularity of our sense inventory is quite
high as is the case for most dictionaries, in fact
we have an average of 4.2 senses per lemma in
the DDO overall. We can see that the fine gran-
ularity causes agreement problems in some cases,
in particular when distinguishing between a high
number of verbal senses.

In spite of problems with fine-grained senses,
differences in agreement early and late in the
project show that the guidelines improved substan-
tially after the first round. Finally, the annota-
tors involved in the task were professional lexi-
cographers or computational linguists with overall
high proficiency in annotating, and no annotators
proved to protrude in the overall quality of their
annotations compared to others.

7 Conclusions and Future Work

In this paper, we have presented the DA-ELEXIS
Corpus, which is one of the largest sense-
annotated corpora available for Danish and the
first one to be annotated with the Danish word-
net, DanNet. We have described the careful pre-
processing and preparation necessary to ensure a
high quality of the resulting resource, and we have
presented a series of difficulties in relation to sense
coverage and in achieving a high inter-annotator
agreement. In particular, the limitation and se-
mantic description of MWE have proven to cause
divergences among annotators even if these were
reduced during the development of the annotation
guidelines.

Even if we know that the granularity of
our sense inventory is also crucial to the inter-
annotator agreement, we have chosen not to go
too deeply into the theoretical discussion of this
issue here. This is in spite of the fact that sense
coverage and granularity is highly discussed in
lexical semantic literature (Cruse (1986), Fillmore
and Atkins (1992) and many others) and that some
even claim that word senses don’t exist, or at least
only relative to specific tasks (Kilgarriff, 1997).
Along the same lines, fine-grained sense invento-

ries (like the ones we have applied here) have been
deemed somewhat unsuitable for NLP tasks such
as WSD and NLU. In this context, we are currently
examining ways to achieve a high-quality, coarse-
grained sense inventory for Danish, since we are
building a new lexical resource, the Central Word
Register of Danish, COR, particularly for NLP,
(Nimb et al., 2022). Still based on – and linked to
– the same sources, namely DanNet and the DDO,
we are developing principled and semi-automatic
procedures for reducing the inventory with more
than 40 % (Pedersen et al., 2022). Thus, we expect
to have a more suitable inventory for sense anno-
tation available in future projects, probably by the
end of 2023.

We also plan to experiment with automatically
added semantic and thematic information to the
corpus, based on the available information in dif-
ferent semantic lexicons linked at sense level to
the DDO and DanNet, including thesaurus infor-
mation on topics and themes.

Finally, another aspect that deserves further at-
tention in future work is the potential of the multi-
lingual setup of the ELEXIS corpus. Having par-
allel sense annotations in nine aligned languages,
several of them being generally low-resourced,
provides valuable information not only for each
individual language (Danish, in our case), but
also for cross-lingual studies in NLP and lexico-
graphy. This provides us with a valuable cross-
lingual evaluation benchmark to be applied for fu-
ture WSD and NLU tasks.
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