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Abstract

In this study, we assess ChatGPT, OpenAI’s
latest conversational chatbot and large lan-
guage model (LLM), on its performance in
elementary-grade arithmetic and logic prob-
lems. Despite its impressive coherence in nat-
ural language processing and ability to follow
instructions, our findings indicate that Chat-
GPT still has room for improvement in math-
ematical tasks. To evaluate its performance,
we used six math and logic datasets, including
SingleEq, AddSub, SVAMP, MultiArith, Sim-
ple Arithmetic and counting, and Arithmetic
(word variation), and found that ChatGPT per-
formed better than previous models such as
InstructGPT and Minerva. However, our arith-
metic dataset, which includes two- to seven-
digit equations, revealed that ChatGPT’s accu-
racy in solving addition problems decreased
from 100% to 64%, with simple arithmetic er-
rors such as not carrying over in addition being
a common issue. Additionally, the model strug-
gled with basic multi-step word problems. To
address this, we propose a novel benchmark for
evaluating LLMs’ mathematical abilities. Fur-
ther research is needed for LLMs to reach the
level of mathematical reasoning comparable
to their natural language processing abilities.
Overall, our study highlights the need for con-
tinued improvement in LLMs’ mathematical
abilities to make them more effective in real-
world applications.

Keywords: Large language models, reasoning
capabilities

1 Introduction

Pretrained language models (PLMs) have revolu-
tionized natural language processing, achieving im-
pressive performance on various tasks, from senti-
ment analysis to question answering and text gener-
ation. With the development of large language mod-
els (LLMs), the capabilities of PLMs have grown
even further, with models such as GPT-3 boasting

over 100 billion parameters [Brown et al., 2020].
ChatGPT, a conversational chatbot and LLM de-
veloped by OpenAI, has become one of the most
popular language models, with over 100 million
users in under three months. However, while these
models excel in language processing, they may lack
the ability to reason mathematically and logically,
as observed in previous models such as BART [Pa-
tel et al., 2021, Wang et al., 2021, Roy and Roth,
2016].

In this paper, we present a study of the mathe-
matical and logical capabilities of ChatGPT, focus-
ing on simple arithmetic, elementary-grade level
math word problems, and logic problems. While
previous research has analyzed ChatGPT’s perfor-
mance on advanced math problems with proofs
from college-level pure math courses [Frieder et al.,
2023], our research is unique as it presents a de-
tailed analysis of ChatGPT’s performance on sim-
ple mathematical and logical reasoning tasks. Our
study evaluates ChatGPT’s mathematical reasoning
abilities, which have not been analyzed in previous
research.

Moreover, while Borji [2023] briefly touches
on various topics such as mathematical reasoning,
hallucination, and bias, our analysis focuses solely
on the model’s ability to reason mathematically
and logically. Our research aims to specifically
contribute to the evaluation of LLMs’ mathematical
and logical capabilities.

Our study makes several contributions to the
evaluation of ChatGPT’s mathematical and logical
capabilities:

1. We conducted a comprehensive assessment of
ChatGPT’s ability to reason mathematically
and logically on simple tasks, comparing its
performance with other LLMs of comparable
parameter sizes.

2. We designed a word variation experiment to
investigate ChatGPT’s computational ability,
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showing that the model’s performance may
depend on specific patterns in the pre-training
corpus and that it has limitations in generaliz-
ing more common computational rules.

3. We evaluated ChatGPT’s performance using
both the commonly used Accuracy metric and
the Average Percent Error (APE) metric, re-
vealing that ChatGPT has the capability of
estimation, even if it is not always accurate in
some computational tasks.

4. We conducted an error analysis of ChatGPT’s
performance on some mathematical tasks,
identifying ”adding one extra digit” as a com-
mon type of error that deserves further inves-
tigation.

2 Methods

2.1 Datasets
We evaluated ChatGPT’s performance on existing
datasets from previous studies, which include:

1. SingleEq [Koncel-Kedziorski et al., 2015]

2. AddSub [Hosseini et al., 2014]

3. SVAMP [Patel et al., 2021]

4. MultiArith [Roy and Roth, 2016]

These datasets consist of simple single-step arith-
metic problems written in word problem format or
requiring multiple arithmetic steps to solve. Addi-
tionally, we extended the arithmetic and counting
experiments from Wang et al. [2021] to include
addition, subtraction, and multiplication problems
with two to seven digits and evaluated multiple
ranges for counting. We also created a Word Varia-
tion dataset by modifying the arithmetic problems
and replacing the original Arabic numbers with En-
glish words, as detailed in section 4.2. Our datasets
for arithmetic are created using a random number
generator and word variations are generated using
the num2words library from Python. They will be
released to the public in the future.

2.2 Metrics
We used two metrics to evaluate ChatGPT’s perfor-
mance on these datasets: Accuracy and Average
Percent Error (APE). The percent error for each
sample is calculated using the following formula:

Percent error =
|Response− Actual answer|

Actual answer

2.3 Experimental Setup

We conducted our experiments on the January 30th
version of ChatGPT, using PyChatGPT [terry3041,
2023] to automate its use. For each sample, we
prompted ChatGPT with the instruction, ”Respond
with only the answer to the following question: ...”
and discarded any responses that were noisy or
contained more than just the answer.

An example prompt, question, and response
from ChatGPT are shown in Figure 1.

Due to the usage limits of ChatGPT, we were
only able to use 100 test cases for each dataset
during evaluation. However, on some tasks where
ChatGPT performed poorly, we conducted at least
three experiments and took the median of the re-
sults.

Figure 1: Example prompt and response

3 Results and discussion

3.1 Word Problem Performance Comparison

Table 2 summarizes the performance of Chat-
GPT on various word problem datasets, including
AddSub, SingleEq, SVAMP, and MultiArith, as
well as the performance of InstructGPT [Ouyang
et al., 2022] and PaLM [Chowdhery et al., 2022] on
the same datasets. The results of InstructGPT are
taken from Kojima et al. [2022], while the results
of PaLM are taken from Zhou et al. [2022].

ChatGPT performs relatively well on single-step
word problems from the AddSub and SingleEq
datasets. However, the SVAMP and MultiArith
datasets have increased problem complexity, requir-
ing more arithmetic operations than the first two
datasets, and ChatGPT’s performance decreases
significantly on these tasks. Specifically, ChatGPT
only achieves an accuracy of 64% on the SVAMP
dataset.

We find that the problems in SVAMP require a
higher level of comprehension compared to the
other datasets, which are more straightforward.
For example, the question ”The grasshopper, the
frog, and the mouse had a jumping contest. The
grasshopper jumped 9 inches. The mouse jumped
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Dataset Prompt Answer
SingleEq The sum of three consecutive odd numbers is 69. What is the smallest of

the three numbers?
21

AddSub Joan found 70 seashells on the beach. She gave Sam some of her seashells.
She has 27 seashells. How many seashells did she give to Sam?

43

SVAMP Tiffany was collecting cans for recycling. On Monday she had 7 bags of
cans. The next day she found 12 more bags worth of cans. How many
more bags did she find on the next day than she had on Monday?

5

MultiArith Kaleb was collecting cans for recycling. On Saturday he filled 5 bags up
and on Sunday he filled 5 more bags. If each bag had 4 cans in it, how
many cans did he pick up total?

40

Arithmetic 7342+3492 10834
Counting How many ”i”s are there in the following string: ”i i i i i i i i i i i”? 11
Arithmetic
(word varia-
tion)

seven thousand, three hundred and forty-two plus three thousand, four
hundred and ninety-two

10834

Table 1: Examples from each dataset

Model Name
Accuracy(%)

AddSub SingleEq SVAMP MultiArith
InstructGPT 74.7 78.7 63.7 79.3

Minerva (PaLM) 91.9 - - 94.7
ChatGPT 94.0 89.0 64.0 84.0

Table 2: Accuracy of ChatGPT and previous models on
word problem datasets

3 inches lesser than the frog who jumped 33 inches
farther than the grasshopper. How far did the mouse
jump?” requires keeping track of the position of all
three animals given their relative positions. Chat-
GPT answered this incorrectly with ”15” while the
correct answer was ”39”.

It is worth noting that ChatGPT’s performance
outperforms InstructGPT on most tasks, even with-
out the chain-of-thought prompting used to elicit
multi-step reasoning. These results suggest that
the new techniques used in ChatGPT are helpful
in improving the model’s mathematical reasoning
abilities.

3.2 Arithmetic and Counting

In this section, we present the evaluation results of
ChatGPT’s performance on arithmetic and count-
ing. We first discuss the performance of ChatGPT
on arithmetic operations and then move on to its
performance on counting tasks.

3.2.1 Arithmetic
We observe that ChatGPT’s accuracy in arithmetic
operations declines as the numbers used in the op-
erations increase in size. In particular, the accuracy

of multiplication decreases significantly and at a
faster rate than addition and subtraction. The accu-
racy scores for addition and subtraction remained
relatively similar. This trend is expected as mul-
tiplication is more complex than addition or sub-
traction, which could explain the larger decrease in
accuracy.

Figure 2: Accuracy of ChatGPT on arithmetic with
varying number of digits

3.2.2 Counting
Table 3 shows the accuracy of ChatGPT on count-
ing tasks for different ranges of the number of let-
ters in the input. We observe that the performance
of ChatGPT was unexpectedly poor for a relatively
simple task. As the length of the input increased,
ChatGPT relied on estimation rather than produc-
ing an exact answer. For inputs with 50-69 letters,
ChatGPT provided the answer ”50” in 66 out of
100 tests.
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Number of letters Accuracy(%)
10-29 22
30-49 9
50-69 3

Table 3: Accuracy on different ranges of counting tasks

In summary, our results indicate that ChatGPT’s
accuracy in arithmetic operations declines as the
numbers used in the operations increase in size,
and its accuracy in multiplication is significantly
lower than in addition and subtraction. Addition-
ally, ChatGPT’s performance on counting tasks
was unexpectedly poor, and it relied on estimation
rather than producing an exact answer for longer
inputs.

3.3 Word Variation

To further test the ability of ChatGPT to synthesize
and apply arithmetic rules, we asked the arithmetic
questions in the form of English words rather than
Arabic numerals. We are motivated by the fact that
word variations of these equations are much less
likely to appear on the internet, yet contain identical
meanings. This category of testing enforces that
ChatGPT will not be able to copy information from
training, but rather synthesize and apply the rules
of arithmetic.

Our results, shown in Figure 2, indicate that the
accuracy of ChatGPT in every arithmetic category
drops significantly when we use the word variation.
This indicates that ChatGPT is reliant on recogniz-
ing specific patterns in the input data and repro-
ducing those patterns when answering questions.
ChatGPT is not good at synthesizing the rules of
arithmetic and applying them in a more general
sense. These findings are consistent with previous
studies that have shown that large language mod-
els such as GPT-3 are not truly ”general” in their
ability to reason and perform tasks, but rather rely
on memorization and pattern recognition [Brown
et al., 2020].

4 Error Analysis

In this section, we examine the errors made by
ChatGPT and explore potential reasons for these
errors. We present specific examples to illustrate
the trends we have observed.

4.1 Average Percent Error Analysis
In this section, we provide an overview and analysis
of the Average Percent Error (APE) metric used to
evaluate the performance of ChatGPT on arithmetic
and counting tasks. We explain why a single metric
of accuracy may not accurately capture the results
of ChatGPT and show APE scores for different
tasks in Tables 5, 6, and 4.

Accuracy is a useful metric for determining how
precise the answers of a model are, but it only
provides a binary classification of correct or incor-
rect answers. APE, on the other hand, measures
how close ChatGPT’s answers are to the correct
answers, even if they are wrong.

For the arithmetic task, we observe that although
the accuracy of multiplication for four digits or
higher is 0, the APE scores are around 20%. This
indicates that ChatGPT is not completely incapable
of performing operations on these large numbers
but is rather imprecise. Additionally, a significant
portion of the percent error is due to an extra digit.
We will discuss this error type in detail in the next
section.

The APE scores for the word problems and
counting tasks are all less than 20, and some are
even below 10. For instance, although ChatGPT’s
accuracy is below 10 in the counting task for the
30-69 letter range, it’s APE score is not very bad.
This suggests that ChatGPT has the potential to
estimate well, even in challenging tasks where its
accuracy is low.

Dataset APE (%)
AddSub 1.1
SingleEq 7.8
SVAMP 18.7

MultiArith 10.2

Table 4: APE on word problems

Operations Number of Digits

2 3 4 5 6 7

Addition 0% 0% 0% 36.7% 24.9% 13.1%
Subtraction 0% 0% 0.1% 12.6% 3.7% 22.8%
Multiplication 0% 18.3% 20.1% 0.1% 3.4% 10.5%

Table 5: APE of ChatGPT on arithmetic

4.2 Adding One Extra Digit
One common error pattern in the incorrect test
cases for large addition, subtraction, and multipli-
cation problems is ChatGPT’s tendency to add one
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Number of letters APE (%)
10-29 6.9
30-49 9.4
50-69 18.7

Table 6: APE on counting

extra digit. This error is especially prevalent when
the problem requires ”carrying the one” or working
with large numbers. Table 7 shows that these er-
rors make up 18.8% of the total errors for addition
and subtraction. However, this is not prevalent in
multiplication as the errors are more than a single
extra digit.

To illustrate this error, we present two exam-
ples of addition errors where ChatGPT mistakenly
added one extra digit in the middle of the num-
ber. When prompted with ”Respond with only
the answer to the following addition expression:
78093+34269,” ChatGPT responded with 1123162
while the correct answer was 112362. Similarly,
when asked the answer to the expression ”56501-
38571,” it answered with 179330 while the correct
answer was 17930.

This deviation from the conventional method of
arithmetic calculations suggests that ChatGPT may
struggle with longer calculations and maintaining
context over the course of the calculation. Further
investigation is necessary to understand the under-
lying causes of this error.

Moreover, these errors may result in inconsisten-
cies when using APE as a metric to evaluate the
accuracy of ChatGPT’s answers. For instance, an
extra digit in the one’s place and an extra digit in
the thousands place may seem similar but can yield
drastically different APE results.

In summary, adding extra digits is a recurring
error that ChatGPT makes when solving large ad-
dition, subtraction, and multiplication problems.
This error could be due to the model’s struggle to
continually keep track of long calculations. Careful
consideration is necessary when evaluating Chat-
GPT’s accuracy using metrics such as APE. Future
research may explore methods to mitigate this error
and improve the model’s performance on deeper
reasoning tasks.

5 Conclusion

In recent years, natural language processing (NLP)
has seen significant advancements, and ChatGPT
has emerged as one of the leading models in

Operation One extra digit error (%)
Addition 18.8

Subtraction 18.8
Multiplication 0

Table 7: Proportion of errors due to an extra digit

this field due to its unique architecture and addi-
tional reinforcement learning with human feedback
(RLHF). While the model has shown promising
results in various NLP tasks, including text genera-
tion and summarization, our paper aims to address
an important gap in ChatGPT’s abilities: mathemat-
ical reasoning. Our study evaluates ChatGPT’s per-
formance on elementary-level math problems and
highlights the need for further research to develop
models that can reason effectively about mathe-
matical concepts and solve problems that require
arithmetic operations. While our findings suggest
that ChatGPT’s arithmetic and ability to solve word
math problems lag behind its coherency and natu-
ral language understanding, we acknowledge that
the model’s performance is still better than that of
previous models in this domain. We also recog-
nize the significant impact of pre-training corpus
patterns and specific error types on the model’s
performance, which requires further exploration.

Furthermore, we emphasize the value of using
alternative metrics, such as the Average Percent
Error (APE), to assess ChatGPT’s performance in
mathematical reasoning tasks. Our analysis shows
that ChatGPT’s accuracy may not always be opti-
mal, but it has the ability to estimate the correct
answer. This insight contributes to advancing the
development of language models for computational
tasks and highlights the need for more comprehen-
sive datasets and evaluation metrics to assess model
inference and computational abilities more accu-
rately. In conclusion, while ChatGPT has shown
potential in NLP, our analysis indicates that there
is still much room for improvement in its mathe-
matical reasoning capabilities. Our study provides
important insights into ChatGPT’s mathematical
and logical reasoning abilities, paving the way for
future research to improve the model’s performance
in this domain.
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