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Abstract

Contemporary large language mod-
els (LLMs) have made significant
advancements, capable of generating
fluent conversations with humans and
accomplishing various tasks such as
programming and question answering
(QA). Nevertheless, current LLMs are still
faced with numerous challenges, including
generating hallucinations, lacking the
latest information, suffering from biases,
and others. In this paper, we proposed a
technique, Knowledge-based Navigation
for Optimal Truthfulness Monte Carlo
Tree Search (KNOT-MCTS), which can
reduce hallucinations of LLMs by aligning
semantics of responses with external
knowledge during the generation process.
This technique acts as a plug-and-play
knowledge injection method, which does
not require any training and can be
applied to any (large) language model.
First, we retrieve relevance knowledge
snippets, incorporating them into the
prompt section and subsequently fed
into the decoding process. Then, during
the decoding process, we utilize our
semantic alignment heuristic function to
guide the response generation process
of LMs through the Monte Carlo Tree
Search (MCTS) decoding process. In our
experiments on the TruthfulQA dataset,
KNOT-MCTS paired with various LMs
consistently outperforms their respec-
tive baselines. Our results demonstrate
that KNOT-MCTS can effectively inject
knowledge into various LMs to reduce
hallucinations of LMs.

Keywords: Monte Carlo Tree Search,
Knowledge Retrieval, Knowledge Injection,
Semantic Alignment

1 Introduction
In this era, large language models (LLMs)
have played an increasingly significant role in
our lives. However, apart from scientific and
humanistic knowledge, there is also a abun-
dance of myths, urban legends, fake news, and
other misleading information. During train-
ing or task execution, there may be instances
where we reference this information. Despite
the convenience these powerful models bring
to our lives, we still need to pay attention to
the untrue responses due to the hallucination
(Maynez et al., 2020; Zhang et al., 2023). In ad-
dition, many researches also raise issues with
biases (Sap et al., 2019; Abid et al., 2021) and
imitative falsehoods (Lin et al., 2021).

Mentioned by Askell et al. (2021), we ex-
pect a helpful, honest, and harmless (called as
‘HHH’) AI model. There are several main

improvement approaches to reduce untrue or
harmful responses:

• Filter the training dataset of the model to
avoid it learning incorrect or misleading
information.

• Perform fine-tuning and adjustments on
the model during task execution to ad-
dress its shortcomings and prevent hallu-
cinations in its responses.

Therefore, in this paper we purpose a plug-
and-play technique, named KNOT-MCTS,
which can enhance the truthfulness and ac-
curacy of the model’s responses. Without
any training, KNOT-MCTS retrieve external
knowledge snippets based on a question, incor-
porate those snippets into a prompt, and input
it into the Monte Carlo Tree Search (MCTS)
decoding process. Our MCTS decoding pro-
cess is driven by the incorporation of a se-
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Figure 1: KNOT-MCTS: The process of our proposed approach is composed of two main steps: knowledge
retrieval and knowledge injection, facilitated by a semantic alignment heuristic function.

mantic alignment heuristic function to affect
the responses of language models (LMs). As
a consequence, KNOT-MCTS technique with
several language models, GPT-2 (Radford and
Wu, 2019) and GPT-Neo (Gao et al., 2020)
for example, outperforms the baseline on the
TruthfulQA (Lin et al., 2021) benchmark.

2 Related work
2.1 Question Answering
Question Answering (QA) can be classified
into two classes (Ramesh et al., 2017). The
first one is the retrieval-based models, which
is based on searching some reliable documents.
The model then performs post-processing,
such as rewriting, before outputting the an-
swer. Retrieval-based models often exhibit
higher accuracy due to their reliance on re-
liable documents. However, they might gen-
erate more fixed responses, and their perfor-
mance hinges on the document quality.

The second class is the generative-based
model, which is trained on a corpus. Gener-
ative models are more human-like, but they
may suffer from hallucinations, meaning they
might fabricate non-existent facts.

In recent years, many LLMs like GPT4
(OpenAI, 2023) and LLaMA (Touvron et al.,
2023) achieve higher accuracy through more

training data and parameters. Although they
had made significant progress, it requires sig-
nificant resources and still leaves them vulner-
able to experiencing hallucinations.

In this work, we combined both generative-
based and retrieval-based methods. By using
additional documents aim to improve the hal-
lucination problem.

2.2 Knowledge Injection
Lewis et al. (2020) proposed a method that
uses some external documents to increase the
performance of LLMs. It enables LLMs to up-
date the information without finetuning and
reduce the hallucination in generative-based
LLMs. Inspired by it, we also use a retrieval-
based model to get external documents. By
utilizing a few amount of additional resource,
we enable LMs to generate more truthful an-
swers and get the new information.

2.3 MCTS Decoding
Chaffin et al. (2021) proposed a method that
utilizes MCTS to adjust the decoding pro-
cess of a language model to meet specific con-
straints, such as writing style, positive senti-
ment, and harmlessness, without fine-tuning
the LM. They achieved significant success in
tasks related to positive sentiment in English
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Figure 2: The architecture of KR

and maintained the fluency of the original
LM’s responses.

Using MCTS, they aim to find a sentence
x that maximizes the probability p(x|c) under
the constraint c. This probability is calculated
using a discriminator.

In our work, we apply a similar approach
to the TruthfulQA task, aiming to make the
model’s responses more truthful.

3 Approach

In order to reduce hallucinations in model re-
sponses, we analyzed two situations in which
the model might produce hallucinations:

• Lack of relevant training data or presence
of data bias in the training dataset.

• After providing clues or external knowl-
edge, the model may still generate hallu-
cination.

To address the first situation, an easy way is
to include retrieved external knowledge in the

prompts to guide the model’s responses. How-
ever, the responses of the model may not con-
sistent with the factual information provided
in the prompt, which corresponds to the sec-
ond situation. To resolve these situations, we
proposed a novel plug-and-play knowledge in-
jection method at decoding time that does not
require additional fine-tuning. This enables
LMs to generate truthful responses semanti-
cally aligned with external knowledge.

3.1 Technique Overview
The overview of our technique is shown in
Figure 1. We refer to it as KNOT-MCTS.
Given a question q, prompt engine construct
a query to retrieve N relevant knowledge snip-
pets k from knowledge sources and incorpo-
rate it into prompt. To leverage knowledge
candidates k during decoding, it is also input
into the MCTS decoding process. During de-
coding, the MCTS decoding process aligns the
output with candidates k to generate the final
response.

3.2 Knowledge Retrieval (KR)
The knowledge source can encompass any text
corpus or appropriately prompted pre-trained
LLMs (Petroni et al., 2019; Brown et al.,
2020). In our approach, we use the Google
Search Engine API as our designated knowl-
edge source. As shown in Figure 2, upon re-
ceiving a question q, we employ q as a query
to invoke the API, retrieving the initial ten
pages of search results. Subsequently, we em-
ploy a web crawler to extract plain text con-
tent from these pages, segmenting them into
fixed-length knowledge snippets. After this
extraction, we use the TF-IDF (Robertson
et al., 1996) method to quantify the relevance
between question q and the obtained knowl-
edge snippets. From these snippets, we select
the top ten most relevant ones, denoted by k,
k = {k1, k2, ..., k10} in ascending order of rel-
evance. These chosen knowledge snippets are
then incorporated into the prompt and subse-
quently utilized during the later stages of de-
coding.

3.3 Knowledge Injection with MCTS
decoding

MCTS is a tree search algorithm that ex-
plores a large search space through stochas-
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tic simulations and heuristic function to find
results close to the optimal solution in a rea-
sonable time. It has been recently used for
constrained textual generation (Chaffin et al.,
2021) and machine translation (Leblond et al.,
2021). Unlike other decoding methods such
as beam search and greedy search, MCTS de-
coding not only utilizes previously generated
token sequences but also guess the possible
subsequent tokens to determine the next to-
ken. Utilizing this feature, we design a heuris-
tic function to guide the LMs to generate sen-
tences x that are semantically aligned with ex-
ternal knowledge. Each iteration of MCTS de-
coding consists of four steps:

• Selection: starting from the root node,
selecting consecutive child nodes accord-
ing to the PUCT formula (Scialom et al.,
2021) until reaching the unseen node.
Similar to Chaffin et al. (2021), the prob-
ability pθ(xi|x1:t) given by the LMs is ap-
plied in the PUCT formula to maintain
the fluency of responses.

PUCT (i) =
si
ni

+cpuctpθ (xi|x1:t−1)

√
Ni

1 + ni
(1)

where si is the aggregated score of this
node, ni is the number of simulation times
after this node, Ni is the number of sim-
ulation times after its parent, and cpuct is
a tunable constant to decide the weighted
of less exploring node.

• Expansion: using the LMs, predict the
top m tokens with the highest probabil-
ities after selected node, and add these
tokens as child nodes to the selected node.

• Simulation: Generate token sequences
from the expanded node until terminate
state. The terminate state is defined as
the cumulative length generated by LMs
reaches the maximum sequence length
L or generate the predefine EOS (end-
of-sequence) token. The maximum se-
quence length is constant. Consequently,
with the increasing depth of the expanded
node, the token sequences generated in
this step decrease.

• Backpropagation: Update si in the path
to the selected node by accumulating the

score computed through semantic heuris-
tic functions H. After simulation, we ob-
tain a complete sentence xguess that could
potentially be generated. Define a heuris-
tic function H(xguess, R) as following:

H (xguess, R) = W
N+1∑

i=1

i× φ (xguess, ri)

(2)

W =
(N + 1)× (N + 2)

2
(3)

where R = {k1, k2,…, kN
2
, q, k1+N

2
,…, kN}

relabeled as {r1, r2,…, rN+1} is the refer-
ence set, φ is the semantic similarity be-
tween two sentences xguess and ri calcu-
lated as cosine similarity using the model
all-MiniLM-L6-v2 available in Hugging-
face hub.

After I iterations, there are several methods
to choose the tokens to be generated, such as
maximum simulation count nodes and maxi-
mum score nodes. We use the maximum sim-
ulation count nodes to generate λ tokens at a
time. Repeat the above steps until reaching
the maximum length L or generating the EOS
token. The heuristic function represent the de-
gree of proximity between xguess and the refer-
ence set. Based on our observation, adding dif-
ferent weighted to each reference aids in align-
ing the semantics with the crucial information
present in the references. In addition, incorpo-
rating the question into the reference set can
reduce the probability of generating responses
that are not relevant to the question.

4 Experiments
4.1 Datasets
We test our method on TruthfulQA (Lin et al.,
2021). It is a benchmark for testing the truth-
fulness of language models’ responses. It con-
sists of 817 questions spanning 38 categories,
including health, law, finance, politics, etc.
The questions are single sentence designed
to induce misleading answers, and they are
sourced from reliable references or supported
by evidence from Wikipedia to ensure their
truthfulness. TruthfulQA also provides met-
rics such as the truthfulness (% true) and
informativeness (% informative) of generated
responses, as well as the accuracy (% true)
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Model Method ACC
GPT-2 117M None 0.209
GPT-2 117M KR 0.222
GPT-2 117M KR + MCTS 0.235
GPT-2 1.5B None 0.187
GPT-2 1.5B KR 0.204
GPT-2 1.5B KR + MCTS 0.234
GPT-Neo 125M None 0.224
GPT-Neo 125M KR 0.229
GPT-Neo 125M KR + MCTS 0.268
GPT-Neo 1.3B None 0.198
GPT-Neo 1.3B KR 0.219
GPT-Neo 1.3B KR + MCTS 0.226
GPT-Neo 2.7B None 0.217
GPT-Neo 2.7B KR 0.244
GPT-Neo 2.7B KR + MCTS 0.257

Table 1: MC1 score for various models

of multiple-choice tasks (MC), enabling us to
track and analyze the performance of language
models. Based on the author’s suggestion, we
chose MC1 as our metric.

4.2 Experimental Settings
We implement our method on different models
and size, include GPT-2 (117M and 1.5B) and
GPT-Neo (125M, 1.3B, and 2.7B). The reason
why we choose these LMs over other LLMs
for experiments is their ability to quickly re-
flect the results. The experiments were con-
ducted in three stages: first, directly answer-
ing the questions; second, incorporating the
knowledge snippets of KR to the prompt; and
third, applying MCTS decoding with KR. The
MCTS parameters were set as follows: m = 10,
cpuct = 1, L = 20, I = 100, and λ = 4.
KR parameter N = 10. In all of experiments,
LM was used with zero-shot prompting. The
LM generation settings were configured with a
maximum length of L = 20 and the same EOS
token.

After the model generates the free-form text
response, we calculate the cosine similarity be-
tween the response and each option, and se-
lect the closest one as the model’s final an-
swer. It was because we found that if we al-
low model to choose an option after generat-
ing free-form text response, it often select the
unrelated option. This may prevent our exper-
iments from effectively evaluating the impact
of our method.

4.3 Experimental Results
According to the Table 1, we observed improve-
ment in all models after integrating KR. This
indicates that KR can inject knowledge into
the model and enhances its performance. But
it still suffer from hallucinations caused by
LMs not strictly adhering to the knowledge
snippets in the prompt. So the improvement
of KR is small.

After applying KR and MCTS, the perfor-
mance further improved in any models in our
experiments. This indicates that MCTS with
semantic alignment heuristic function is capa-
ble of locating answers closely related to the
references. Therefore, when we employ the
knowledge snippets discovered by KR as the
references for MCTS, language models have a
greater probability of generating answers that
are grounded in the provided documents. This
not only diminishes hallucinations but also
strengthens the influence of KR on LMs even
further. The example of KNOT-MCTS’s re-
sponse is shown in Figure 3. Contrary to orig-
inal response of LM, KNOT-MCTS can gener-
ate fluence and authentic response to the ques-
tion.

Although the results indicate that the
KNOT-MCTS technique has indeed improved
the authenticity of LMs. It still have poor
accuracy in TruthfulQA. In our observations,
there are some situations results in wrong an-
swer:

• KR is incorrect: KNOT-MCTS’s re-
sponse is grounded in knowledge snippets
retrieved by KR. Therefore, if KNOT-
MCTS retrieves unrelated or inaccurate
knowledge snippets during KR, it could
lead to an inaccurate final response.

• Response is not completeness: In order to
quickly respond to results, we set the max-
imum generation length to L = 20, which
is not enough in some question. How-
ever, this further leads to incorrect final
answers.

5 Future Work

We are encouraged by the experimental results,
though the scale of those experiments had a
gap between some LLMs. These preliminary
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Figure 3: The example response of our proposed approach

findings suggest that further significant perfor-
mance gains are likely to be obtained from
more research, so we point out some future
research directions on KNOT-MCTS.

5.1 Try on LLM
Although KNOT-MCTS improve the perfor-
mance of GPT-2-based models, the score was
still less than LLM like GPT-4. That is be-
cause the ability of this two models had a big
gap. In the future, we can try to apply KNOT-
MCTS on those large size LLMs like GPT-4 to
get higher performance.

5.2 Improve Retrieval
We use TF-IDF to find the most related docu-
ment, but this sparse vector search algorithm
could not find the best answer in some situa-
tion. Because it the information of text order.
We could try some dense retrieval algorithms
or other better retrieval algorithm to improve
the quality of document.

6 Conclusions

In this paper we proposed a plug-and-play
technique for improvement in language mod-
els’higher truthfulness responses. Through
experiments, it has been observed that knowl-
edge retrieval (KR) has a positive impact on
enhancing the model’s accuracy. Additionally,
MCTS decoding allows the model to generate
answers that are more aligned with external
knowledge obtained from KR, resulting in a
significant increase in answer accuracy.
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