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Abstract

Previous work has demonstrated that multilin-
gual fine-tuning of a pretrained multilingual
speech representation model can lead to im-
proved speech recognition accuracy when there
is extremely little target language data avail-
able. In this paper we show that fine-tuning on
labeled speech data from multiple languages
sharing common phonological traits, prepro-
cessed by attaching a language identifier to
each speech sample, yields competitive results
compared to monolingual fine-tuning, even if
a moderate amount of target language data is
available. In order to further improve the per-
formance of our system, we apply self-training
using unlabeled speech data. Our results in-
dicate that fine-tuning a speech recognition
model jointly on a combination of multilin-
gual data and pseudo-labeled data yields su-
perior performance compared to using any of
the two augmentation techniques individually.
We also find that models fine-tuned on multi-
lingual data with language identifiers produce
better results even if explicit information about
language identity is not provided at inference
time.

Keywords: Speech recognition, Under-
resourced language, Ainu, Multilingual learning,
Transfer learning, Cross-lingual transfer, Language
identifiers, Self-training

1 Introduction

It is believed that speech processing technolo-
gies can be leveraged in language documentation
projects to speed up labor-intensive tasks such as
speech transcription. However, for many languages
it is difficult to develop a speech recognition system
useful in real-world applications, as the accuracy of
current machine learning-based methods in a low-
data scenario still lags behind, compared to lan-
guages with ample training data available. In order

to push forward the development of low-resource
speech recognition, previous studies have proposed
various data augmentation techniques – such as self-
training (Synnaeve et al., 2020; Xu et al., 2020) –
transfer learning utilizing speech representations
learned in unsupervised manner from raw speech
data (Schneider et al., 2019; Baevski et al., 2020;
Hsu et al., 2021), and cross-lingual transfer meth-
ods (Toshniwal et al., 2018; Conneau et al., 2021).
It has been shown that pretraining speech represen-
tations jointly on unlabeled speech data in multiple
languages results in models with better downstream
performance for low-resource languages than train-
ing on each language individually (Conneau et al.,
2021), especially if data from related languages
is available in relatively large amounts. Recently,
Nowakowski et al. (2023) found that the benefits
of cross-lingual transfer to an under-resourced lan-
guage from similar speech varieties also extend to
supervised fine-tuning, if there is very little (less
than 1 hour) labeled data in the target language
available.

If a speech recognition model is trained on data
in multiple languages simultaneously and only pro-
vided with the acoustic features of speech samples
as input, it must implicitly learn to distinguish be-
tween different languages appearing in the training
data in order to be able to produce a correct output,
which can be particularly challenging in low-data
scenarios. This requirement can be relaxed by intro-
ducing explicit information about the identity of the
input language (Toshniwal et al., 2018). In this pa-
per we investigate the possibility of improving the
performance of a wav2vec 2.0 model (Baevski
et al., 2020) pretrained on multiple languages, in
automatic transcription of an under-resourced lan-
guage (namely, Sakhalin Ainu) by performing mul-
tilingual supervised fine-tuning with a language
identifier attached to each speech sample. We find
that (i) the proposed method results in lower error
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rates than in the case of models fine-tuned without
this additional information, (ii) after this modifi-
cation, using additional labeled data from a single
language with similar phonological characteristics
as the target language yields models that perform as
good as or better than a model fine-tuned on mono-
lingual data only, even if a moderate amount (nearly
10 hours) of labeled target language data is avail-
able, and (iii) models fine-tuned on multilingual
data with language identifiers produce better results
than those fine-tuned without explicit information
about language identity, even if this information is
absent at inference time. Additionally, we combine
multilingual fine-tuning with self-training and find
that it results in further improvements.

The remainder of this paper is organized as fol-
lows. In Section 2, we provide a short overview of
related studies. In Section 3, we introduce our data
and describe the details of our system and the train-
ing procedure. In Section 4, we analyze the results
of our experiments. Finally, Section 5 contains
conclusions and ideas for future improvements.

2 Related Work

Previous studies on various NLP problems, in-
cluding neural machine translation (Johnson et al.,
2017; Tang et al., 2020; Eronen et al., 2023) and
speech recognition (Toshniwal et al., 2018; Con-
neau et al., 2021; Nowakowski et al., 2023), found
that the information shared among languages in
multilingual learning can facilitate the modeling
of individual languages (or language pairs, in the
case of machine translation), leading to better per-
formance on downstream tasks. This is partic-
ularly true for under-resourced languages, espe-
cially when additional training data from related
language(s) is available (Tang et al., 2020; Conneau
et al., 2021; Nowakowski et al., 2023).

The benefits of multilingual training are ob-
served both for systems learned in a supervised
manner (Johnson et al., 2017; Toshniwal et al.,
2018) and for self-supervised language represen-
tation models (Tang et al., 2020; Conneau et al.,
2021). Conneau et al. (2021) pretrained a single
wav2vec 2.0 model on unlabeled speech data
in 53 languages and tested it in speech recogni-
tion, obtaining better performance than with mono-
lingual models, particularly for low-resource lan-
guages. They also found that pretraining with addi-
tional data from a related language has a stronger
positive effect on the model’s performance on a

low-resource language than using data from a dis-
tant language. A study by Nowakowski et al. (2023)
also used a multilingual pretrained speech repre-
sentation model and found that in a scenario where
labeled data in the target language is extremely
scarce, performing multilingual supervised fine-
tuning of such a model using additional transcribed
data from a closely related language or an unrelated
language with similar phonological characteristics,
can lead to further improvements in speech recog-
nition accuracy.

It has been also demonstrated that multilingual
neural models perform better when provided with
explicit information about language identity of the
input. For example, Toshniwal et al. (2018) built
a single end-to-end ASR model for 9 different In-
dian languages and found that feeding a language
identifier as an additional input feature resulted in
improved performance. Similar results were re-
ported by Abe et al. (2020) who trained a machine
translation model jointly on multiple dialects spo-
ken in Japan. They carried out experiments with
and without a special token specifying the dialect,
attached to the beginning of the input sequence,
and observed better performance with the former
variant. In this research, we extend the work of
Nowakowski et al. (2023) by performing multilin-
gual fine-tuning with language identifiers.

Another technique for improving the effective-
ness of low-resource speech recognition which we
investigate in this research, is self-training (Syn-
naeve et al., 2020; Xu et al., 2020, 2021; Khurana
et al., 2022; Bartelds et al., 2023). In this approach,
the available human-annotated data is first used
to train an initial model (often referred to as the
’teacher model’), which is then utilized to generate
predictions for a relatively large amount of unla-
beled data. Finally, those pseudo-labels are used
as an additional training data for the final model
(the ’student model’), which – due to having ac-
cess to more samples from the target distribution
– typically exhibits better performance than the
teacher model. Recently, it has been shown that
self-training is beneficial with models pretrained in
a self-supervised manner, as well (Xu et al., 2021;
Bartelds et al., 2023).

3 Experiment Setup

3.1 Data

In this research, we are working with actual field-
work data from a language documentation project.
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Table 1: Statistics of human-labeled speech data used in our fine-tuning experiments. We use less than 1h of labeled
speech from our target domain (i.e., the Tokoro tapes), less than 10h from our target language (Sakhalin Ainu), and
relatively large amounts of data from 3 other speech varieties. For validation and testing we use the remaining two
stories from Murasaki and Fujiyama (2010) (namely, Fu13-700326 and Fu11-690328, respectively).

(Main) Total
Data language/dialect duration (h)

“Wenenekaype” (Fu12-690401) (Murasaki and Fujiyama, 2010) Sakhalin Ainu 0.8

Tuytah (Murasaki and Asai, 2001) Sakhalin Ainu 8.9

Ainu Language Archive (An=ukokor Aynu ikor oma kenru (National
Ainu Museum), 2017–2022)

Hokkaido Ainu 62.2

A Topical Dictionary of Conversational Ainu (National Institute for
Japanese Language and Linguistics, 2015)

Hokkaido Ainu 2.3

Common Voice (Japanese) (Ardila et al., 2020) Japanese 40.6

JSUT (Sonobe et al., 2017) Japanese 10.3

LibriSpeech (Panayotov et al., 2015) English 100.6

Specifically, our goal is to develop a system for
automatic transcription of unpublished materials
from several dialects of the Ainu language formerly
spoken in Sakhalin (hereinafter referred to as the
“Tokoro tapes”, owing to the name of the town in
Hokkaido, Japan, where they were recorded), col-
lected in the 1960s and 1970s by professor Kyoko
Murasaki in cooperation with Haru Fujiyama and
several other speakers of those dialects. The total
duration of the recordings is more than 20 hours
(or more than 30 hours, if duplicate recordings
are counted) which makes them one of the largest
existing corpora of Sakhalin Ainu and an invalu-
able source of knowledge for linguistic and an-
thropological studies. A subset of the materials
has been transcribed, translated to Japanese and
published, e.g. in Murasaki and Fujiyama (2010),
which includes three different versions of a sin-
gle folktale, ”Wenenekaype”, with a total duration
of 1.9h. We use the data from Murasaki and Fu-
jiyama (2010) in our experiments as labeled data
for model fine-tuning. All human-labeled data
used for fine-tuning of our models is listed in Ta-
ble 1. For monolingual fine-tuning, we use a to-
tal of 9.7h of Sakhalin Ainu data obtained from
two sources: one story from Murasaki and Fu-
jiyama (2010) (namely, Fu12-690401, running
for 0.8h) and 8.9h of data from a different collec-
tion of Sakhalin Ainu speech recordings, published
in Murasaki and Asai (2001). In experiments with
multilingual fine-tuning, we add data from three
other speech varieties: 64.5h from Hokkaido Ainu,

50.9h from Japanese and 100h of English data. We
choose those languages in order to analyze the cor-
relation between language similarity and the effec-
tiveness of our method. Hokkaido Ainu belongs
to the same phylogenetic group as our target lan-
guage. Japanese is not genetically related to Ainu
but they share some phonological features, such as
the lack of consonant clusters, and quantitative anal-
ysis of typological features reveals that both lan-
guages are indeed relatively similar (Nowakowski
et al., 2023). For comparison, we also use data
from English which is both unrelated to Ainu and
dissimilar in terms of the phonological system.
For validation and testing we use the remaining
two stories from Murasaki and Fujiyama (2010)
(namely, Fu13-700326 and Fu11-690328, re-
spectively). We preprocess the fine-tuning data in
the same way as Nowakowski et al. (2023).

3.2 System Architecture

Fine-tuning with Language Identifiers: Our
speech transcription models are built by fine-tuning
a multilingual pretrained wav2vec 2.0 check-
point on labeled data. Specifically, we use a pub-
licly available model pretrained by Conneau et al.
(2021) on 53 languages and further pretrained by
Nowakowski et al. (2023) on Ainu language data1.
We follow the fine-tuning procedure described by
Baevski et al. (2020) and Conneau et al. (2021),
namely, we add a linear output layer representing

1huggingface.co/karolnowakowski/
wav2vec2-large-xlsr-53-pretrain-ain
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Figure 1: Visualization of our approach to including
explicit information about language identity in multilin-
gual fine-tuning data.

the letter vocabulary on top of the pretrained model
and train it using Connectionist Temporal Classifi-
cation (Graves et al., 2006). The only modification
that we introduce is the addition of language iden-
tifiers. The information about language identity
can be either conveyed by a separate language em-
bedding vector concatenated to the model’s input
at each time step (Östling and Tiedemann, 2017;
Toshniwal et al., 2018) or included directly in the
data, in the form of an artificial token specifying
the language (Tang et al., 2020; Abe et al., 2020).
We take the latter approach as it is simpler and re-
quires no changes to the model architecture. Since
we are dealing with spoken audio data rather than
written text, instead of an artificial textual token we
use a fixed length audio clip with artificially gener-
ated sound wave (e.g. a sine wave) unique to each
language, attached to the beginning of each speech
segment in the dataset. The length of each clip is
400 samples (25ms)2 which is equal to the receptive
field of the feature encoder (Baevski et al., 2020).
Unless stated otherwise, the language identifiers
are used both in training and inference. Figure 1
illustrates our approach to data modification.

Self-training: Apart from multilingual fine-
tuning, we carry out experiments with self-training.
We use the model fine-tuned on Sakhalin Ainu
data3, released by Nowakowski et al. (2023), to
pseudo-label all the speech data from the Tokoro
tapes (nearly 32 hours in total, including dupli-
cates) and use the output in addition to human-
annotated data to fine-tune the model. Previous

2In preliminary experiments we tested longer language
identifiers (2000 samples), but it resulted in worse perfor-
mance.

3huggingface.co/karolnowakowski/
wav2vec2-large-xlsr-53-ain-sakh

studies have shown that the performance gains
from self-training can be increased by applying an
iterative approach with multiple rounds of pseudo-
labeling (Xu et al., 2020; Khurana et al., 2022) and
pseudo-label filtering (Park et al., 2020; Khurana
et al., 2022). However, in this research we only
experiment with a simple approach and leave those
methods for future investigation.

3.3 Training Settings

Following Nowakowski et al. (2023), we oversam-
ple the ”Wenenekaype” data so that it constitutes
roughly half of the training set. In the experiments
using relatively large amounts of data from speech
varieties other than Sakhalin Ainu, we also over-
sample the Tuytah data by a factor ranging from 6
to 11. Furthermore, in self-training experiments us-
ing additional data in Hokkaido Ainu or Japanese,
we oversample the pseudo-labeled data by a factor
of 2.

We fine-tune our models with a learning rate of
3e-5 and a total batch size of 25.6M samples, for up
to 80k updates (for monolingual models and bilin-
gual models fine-tuned on human-transcribed data
only) or 120k updates (for models fine-tuned on
data from 3 languages and bilingual models fine-
tuned with the addition of pseudo-labeled data).
We apply early stopping after 20k updates without
improvement on the validation set. Concerning
other hyperparameters, we follow the configura-
tion for the LARGE model reported by Baevski
et al. (2020). We perform all experiments using the
fairseq library (Ott et al., 2019).

3.4 Inference

We decode the output of the fine-tuned models
without a text-based language model, as previous
studies did not observe positive effects on speech
recognition performance in a low-resource setting,
with limited amount of textual data available for
language model training (Nowakowski et al., 2023;
San et al., 2023). Before evaluation, we prepro-
cess the transcriptions generated by the models by
converting all alphabetic characters to lower case.

4 Results and Discussion

Results obtained by models fine-tuned with and
without language identifiers are presented in Ta-
ble 2. We see that using the language identifiers
in multilingual fine-tuning generally results in bet-
ter performance, with the exception of the bilin-
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Table 2: Comparison of models fine-tuned with and without language identifiers in speech transcription on the
test set. We report Character Error Rates and Word Error Rates. Best results are displayed in bold font. With
the exception of the model fine-tuned on Sakhalin Ainu + Japanese, using language identifiers in multilingual
fine-tuning leads to significant improvements. Fine-tuning with language identifiers and additional labeled data
from a single language with similar phonological characteristics as the target language (namely, Hokkaido Ainu or
Japanese) yields models that perform as good as or better than a model fine-tuned on monolingual Sakhalin Ainu
data.

Lang. IDs: NO YES
Fine-tuning data CER WER CER WER

Sakhalin Ainu (“Wenenekaype” + Tuytah) 9.6 29.3 N/A N/A
Sakhalin Ainu + Hokkaido Ainu 10.2 31.4 9.6 (-0.6) 29.2 (-2.2)
Sakhalin Ainu + Japanese 9.6 29.2 9.7 (+0.1) 29.1 (-0.1)
Sakhalin Ainu + English 14.1 44.2 12.9 (-1.2) 42.1 (-2.1)
Sakhalin Ainu + Hokk. Ainu + Jap. 10.0 31.0 9.8 (-0.2) 29.7 (-1.3)

Table 3: Error rates calculated separately for test samples including Japanese script characters (either in the reference
transcriptions or in the model’s predictions) and other test samples.

Lang. IDs: NO Lang. IDs: YES
Fine-tuning data CER WER # samples CER WER # samples

Test Sakh. Ainu 8.9 28.1 270 N/A N/A N/A
samples Sakh. Ainu + Hokk. Ainu 9.3 30.0 260 8.9 27.8 265
without Sakh. Ainu + Japanese 8.9 28.3 266 8.8 27.4 258
Japanese Sakh. Ainu + English 13.1 42.9 281 12.0 40.7 281
characters Sakh. Ainu + Hokk. Ainu + Jap. 9.2 29.3 271 9.1 28.4 265

Test Sakh. Ainu 14.0 37.3 35 N/A N/A N/A
samples Sakh. Ainu + Hokk. Ainu 14.1 38.1 45 13.7 36.8 40
including Sakh. Ainu + Japanese 13.6 34.9 39 14.4 37.2 47
Japanese Sakh. Ainu + English 23.5 56.7 24 21.5 56.2 24
characters Sakh. Ainu + Hokk. Ainu + Jap. 15.4 42.1 34 14.4 37.0 40

gual model trained with the addition of Japanese
data, which achieves relatively good results with-
out language identifiers and no significant change
is observed after adding them. We hypothesize
that this behavior is related to the fact that the
Ainu data, including the test set used in our ex-
periments, contains many code-switched fragments
in Japanese. Namely, a model fine-tuned not only
on Ainu speech, but also on monolingual Japanese
data, might be able to learn a better representation
of the latter language and as a result, have easier
time deciding whether a certain part of an utterance
is in Ainu or in Japanese as well as transcribing
such code-switched fragments. In order to verify
if this is true, we calculate the error rates sepa-
rately for test samples including Japanese script
characters (either in the reference transcriptions
or in the model’s predictions) and samples with-

out any code-switching. Analysis of the results
(presented in Table 3) seems to partially confirm
our hypothesis: while all other models fine-tuned
on multilingual data without language identifiers
perform worse on test samples with Japanese char-
acters than a monolingual Sakhalin Ainu model,
for the model fine-tuned with Japanese data we ob-
serve an improvement. On the other hand, it also
yields the best results among multilingual models
for samples without Japanese script, which indi-
cates that its relatively good performance cannot
be fully explained only by code-switching.

Models fine-tuned on Sakhalin Ainu + Japanese
and Sakhalin Ainu + Hokkaido Ainu (in the latter
case, only when training with language identifiers)
perform competitively to the monolingual Sakhalin
Ainu model, whereas fine-tuning with English data
leads to significantly worse results. This outcome
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Table 4: Results of the experiments using pseudo-labels generated through self-training. Best results are displayed in
bold font. The best overall results are achieved by combining multilingual and pseudo-labeled data and fine-tuning
with language identifiers.

Lang. IDs: NO YES
Fine-tuning data CER WER CER WER

Sakhalin Ainu (incl. pseudo-labels) 9.4 29.0 N/A N/A
Sakh. Ainu (incl. pseudo-labels) + Hokk. Ainu 9.6 29.0 9.1 28.1
Sakh. Ainu (incl. pseudo-labels) + Japanese 9.2 28.2 9.2 28.4

Table 5: Comparison of the results obtained by (i) not using language identifiers at all, (ii) training with language
identifiers but testing on data without them, and (iii) using data with language identifiers both in training and
inference. In most cases applying language identifiers at training time only gives better results than not using them
at all.

Lang. NO YES YES
IDs: (train.) (train.+infer.)

Fine-tuning data CER WER CER WER CER WER

Sakhalin Ainu + Hokkaido Ainu 10.2 31.4 9.7 29.6 9.6 29.2
Sakhalin Ainu + Japanese 9.6 29.2 9.7 29.3 9.7 29.1
Sakhalin Ainu + English 14.1 44.2 12.6 40.6 12.9 42.1
Sakhalin Ainu + Hokk. Ainu + Jap. 10.0 31.0 9.9 29.7 9.8 29.7
Sakh. Ainu (incl. pseudo-labels) + Hokk. Ainu 9.6 29.0 9.2 28.0 9.1 28.1
Sakh. Ainu (incl. pseudo-labels) + Japanese 9.2 28.2 9.2 28.2 9.2 28.4

confirms the correlation between language similar-
ity and the effectiveness of cross-lingual transfer,
also observed in previous studies. Fine-tuning with
data from two additional languages (specifically,
Hokkaido Ainu and Japanese) at the same time
does not achieve the best results, indicating that the
potential benefits from additional cross-lingual sig-
nal are outweighed by the reduction in the number
of model parameters per language.

Results of the self-training experiment are shown
in Table 4. Similarly to previous studies, we ob-
serve improved performance after training with
pseudo-labeled data. Concerning the model fine-
tuned on Sakhalin Ainu data only, self-training
provides a 2% relative improvement of CER com-
pared to the supervised-only counterpart. Com-
bining self-training and multilingual data results
in further improvements. The best overall results
are achieved by fine-tuning on human-annotated
Sakhalin Ainu and Hokkaido Ainu data as well
as pseudo-labeled Sakhalin Ainu data and using
language identifiers. This yields a 5% relative im-
provement of CER compared to the baseline model
fine-tuned on monolingual Sakhalin Ainu data.

While in this research we are mainly focusing
on a single language and only leveraging data in

other speech varieties to improve the speech recog-
nition performance on that language, there are also
many studies aiming to develop systems that can
be applied to multiple languages (Toshniwal et al.,
2018; Radford et al., 2022; Pratap et al., 2023).
One potential limitation of the proposed method
using language identifiers is that the information
about language identity may not be always avail-
able beforehand in real-world use in a multilingual
setting. However, in our experiments we find that
the lack of this information at inference time does
not necessarily invalidate our approach. In Table 5
we compare the results obtained by (i) not using
language identifiers at all, (ii) training with lan-
guage identifiers but testing on data without them,
and (iii) using data with language identifiers both
in training and inference. We observe that in most
cases, applying a model fine-tuned on data includ-
ing language identifiers still yields significantly
better results, even if they are not available at infer-
ence time. The model producing the lowest error
rates on our test set yields nearly identical results
in inference with and without language identifiers,
and in the case of the model fine-tuned with the ad-
dition of English data, predictions made for the data
without language identifiers are more accurate than
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with them. These results indicate that the additional
knowledge about the relationships and differences
between the languages used in fine-tuning, learned
by the agency of the language identifiers, can be to
a large extent reused in inference regardless of their
presence in the new data. This would mean that our
approach could be used to improve multilingual
speech recognition without sacrificing versatility,
but additional experiments on a larger number of
languages are needed to verify our observations.

5 Conclusions and Future Work

We have demonstrated how low-resource speech
recognition accuracy can be improved by lever-
aging labeled data from additional languages as
well as unlabeled target language data. Firstly, we
improved the effectiveness of multilingual super-
vised fine-tuning of a pretrained speech representa-
tion model by augmenting the data with language
identifiers. Our results showed that fine-tuning on
data preprocessed this way and including additional
samples from a single language with similar phono-
logical characteristics as the target language, pro-
duces models performing on par with or better than
a model fine-tuned using monolingual data only,
even if a moderate amount of labeled target lan-
guage data is available. Furthermore, we found that
supplying the model with the information about
language identity at training time is helpful even
if it is not provided later during inference, mean-
ing that our approach could be potentially useful
also in multilingual settings where such informa-
tion is not available beforehand. Finally, we used
unlabeled speech data to perform self-training and
found that fine-tuning a speech recognition model
jointly on a combination of multilingual data and
pseudo-labeled target language data yields supe-
rior performance compared to using any of the two
augmentation techniques individually.

In the future we will explore alternative meth-
ods for supplying the information about language
identity, namely, additional language embedding
vectors attached to the input of the encoder and/or
the decoder at each time step. We also plan to
enhance our self-training procedure by applying
iterative pseudo-labeling and pseudo-label filtering
techniques.
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