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Abstract

Neural network language models (NNLMs) are
often casually said to “understand” language,
but what linguistic structures do they really
learn? We pose this question in the context
of de re / de dicto ambiguities. Nouns and de-
terminer phrases in intensional contexts, such
as belief, desire, and modality, are subject to
referential ambiguities. The phrase “Lilo be-
lieves an alien is on the loose,” for example, has
two interpretations: one (de re) in which she
believes a specific entity which happens to be
an alien is on the loose, and another (de dicto)
in which she believes some unspecified alien
is on the loose. In this paper we confront an
NNLM with contexts producing de re / de dicto
ambiguities. We use coreference resolution to
investigate which interpretive possibilities the
model captures. We find that while RoBERTa is
sensitive to the fact that intensional predicates
and indefinite determiners each change coref-
erence possibilities, it does not grasp how the
two interact with each other, and hence misses
a deeper level of semantic structure. This in-
quiry is novel in its cross-disciplinary approach
to philosophy, semantics and NLP, bringing
formal semantic insight to an active research
area testing the nature of NNLMs’ linguistic
“understanding.”

1 Introduction

Modern neural net language models (NNLMs)
are often publicized as “understanding” language,
which can belie a lack of knowledge about the na-
ture of the linguistic structures they truly capture
(Bender and Koller, 2020). Consequently, there
has been much interest in probing NNLMs’ sen-
sitivity to theoretical linguistic structures, an area
which Baroni (2021) calls linguistically-oriented
deep net analysis (LODNA). Such analysis often
uses psycholinguistic methods to give NNLMs ac-
ceptability tasks similar to those one would give to
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a human (Warstadt et al., 2019). Existing work has
primarily measured NNLMs’ ability to capture syn-
tactic structures (Bacon, 2020; Linzen and Baroni,
2021; Warstadt et al., 2019), though a few semantic
phenomena, such as the causative-inchoative alter-
nation, have also been investigated (Warstadt et al.,
2019).

Fine-grained semantic distinctions present
unique difficulties for LODNA. It can be chal-
lenging to pose the right problems to test NNLM
knowledge of subtle meaning distinctions; for ex-
ample, see (Tsiolis, 2020)’s discussion in the con-
text of quantifier scope ambiguity. Nonetheless,
fine-grained semantic distinctions are crucial to
modern theories of semantic structure, and it is
therefore important to find out how well NNLMs
“understand” them. One such subtle meaning dif-
ference lies in the de re and de dicto interpretations
of noun phrases in intensional contexts.

The de re / de dicto distinction, made notable by
Quine (1956) among others, refers to two distinct
kinds of interpretations of noun phrases that arise
from intensional contexts in natural language. Such
contexts include belief, desire, and modality. The
statement “Lilo believes an alien is on the loose,”
for example, has two interpretations. Under one
interpretation (de re), Lilo believes a specific entity
that just so happens to be an alien (say, Stitch) is
on the loose. Lilo herself (as is the case in Lilo and
Stitch (Sanders and DeBlois, 2002)) need not know
that Stitch is an alien for the statement to be true.
Under the other interpretation (de dicto) Lilo be-
lieves that some unspecified alien, whatever it may
be, is on the loose. Unlike the de re interpretation,
no alien needs to actually exist for the statement to
be true under this interpretation.

De re / de dicto ambiguities have traditionally
been treated in the philosophy and semantics lit-
erature as scope ambiguities, where each interpre-
tation arises out of a modal or intensional oper-
ator outscoping, or being outscoped by, another
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quantifier (see (Keshet and Schwarz, 2019) for an
overview). For example:

De re: ∃x[alienw0(x) ∧ ∀w′

[BELw0(Lilo,w′) ⇒ on-the-loosew′(x)]]

De dicto: ∀w′[BELw0(Lilo,w′) ⇒
∃x[alienw′(x) ∧ on-the-loosew′(x)]]1

NNLMs, however, lack any similar formal system
of representation, since all meaning representa-
tion is contained within numerical embeddings and
weights. This provides further theoretical motiva-
tion to investigate whether NNLMs are capable of
discerning de re / de dicto ambiguities, and whether
they show any bias towards either interpretation. If
NNLMs are capable of making these distinctions,
it would suggest not only that they are capable of
mimicking human-like fine-grained semantic dis-
tinctions, but also that numerical vectors are rich
enough to capture deep formal structure. We thus
believe that the capacity of NNLMs to discern de
re / de dicto ambiguities has strong implications
for both semantics and NLP.

Therefore, we investigate whether current pow-
erful language models can interpret NPs in inten-
sional contexts in both de re and de dicto senses.
We will do so by framing the problem as one of
coreference resolution.

2 Related Work

As NNLMs have become increasingly successful
at a range of natural language tasks in recent years,
there has been much discussion of the capacity of
such models to “understand” language. While this
use of the term is misleading (Bender and Koller,
2020), it has spurred research into the ability of
NNLMs to pick up on theoretical, often complex
linguistic structures.

Most of this LODNA work has focused on syn-
tactic structures. For overviews of such work, see
(Baroni, 2021; Bender and Koller, 2020; Linzen
and Baroni, 2021). The present paper differs from
this body of work, however, in that we address a
semantic, rather than a syntactic, phenomenon.

Although not as much, there has also been
work in LODNA on semantics. For example,
some progress has been made in measuring the

1While other equivalent formulations of the logical forms
of such sentences are present in the literature, we choose to
adopt the same notation as (Zhang and Davidson, 2021), on
account of its conciseness and simplicity.

degree to which NNLMs encode compositional-
ity (Ettinger et al., 2018; Shwartz and Dagan,
2019; Jawahar et al., 2019; Yu and Ettinger, 2020,
2021; Bogin et al., 2022) and systematicity (Lake
and Baroni, 2018; Goodwin et al., 2020; Kim
and Linzen, 2020). Researchers have also stud-
ied the capacity of NNLMs to capture more spe-
cific, fine-grained semantic phenomena, including
monotonicity (Yanaka et al., 2019), the causative-
inchoative alternation (Warstadt et al., 2019), nega-
tion (Ettinger et al., 2018; Ettinger, 2020; Kim
et al., 2019; Richardson et al., 2020), and quantifi-
cation (Kim et al., 2019; Richardson et al., 2020).

Natural language understanding (NLU) bench-
marks also have the opportunity to test models’
grasp of theoretical semantic structures. Most large
collections of NLU benchmarks focus on perfor-
mance of specific tasks (such as sentiment analysis
and question answering) rather than abstract lin-
guistic knowledge (Liang et al., 2020; Ruder et al.,
2021; Dumitrescu et al., 2021; Ham et al., 2020;
Khashabi et al., 2020; Park et al., 2021; Rybak
et al., 2020; Seelawi et al., 2021; Wilie et al., 2020;
Yao et al., 2021). Indeed, Bowman and Dahl (2021)
have argued that targeting specific linguistic knowl-
edge can hinder performance of NNLMs on NLP
tasks.

Nevertheless, some NLU benchmarks overlap
with LODNA in addressing certain theoretical se-
mantic structures. In particular, the benchmarks
discussed in (Xia and Van Durme, 2021) all assess
models’ semantically-informed coreference resolu-
tion capability, as do the collection of benchmarks
following the Winograd Schema (Levesque et al.,
2012; Kocijan et al., 2020), which includes some
large benchmark sets like those mentioned above
(Wang et al., 2019a,b; Xu et al., 2020; Shavrina
et al., 2020). A benchmark nearer to the spirit
of LODNA is proposed in (Yanaka et al., 2021).
This paper directly relates generation of NNLM
test cases to theoretical semantic structures. The au-
thors use such structures to create tests for NNLMs’
compositional generalization of logical operators,
modifiers, and embedded clauses. Finally, in the
class of NLU benchmarks, the work of (Ribeiro
et al., 2021) is nearest to our own investigation.
Here, the author proposes templates that can be
filled in to create probes of NNLMs’ capability
with a variety of structures. These structures in-
clude antonymy, temporal ordering, negation, and
coreference. Note that none of the previous work
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assesses modality or intensionality. In the present
work, we employ a template-like scheme for gener-
ating test cases that assess NNLMs’ behaviour in
intensional contexts.

We focus on the de re / de dicto distinction. Since
being highlighted in recent times by (Quine, 1956),
de re / de dicto ambiguities have been the subject
of extensive work in philosophy and semantics.
For an overview, see (Keshet and Schwarz, 2019).
Most of this work focuses on of how to formally
represent intensional contexts (Fodor, 1970; Tichý,
1971; Montague, 1973; Lewis, 1979; Von Fintel
and Heim, 2011); specific points of focus include
scope (Keshet, 2008, 2010), (Elliott, 2022), modal-
ity (Plantinga, 1969; Fine, 1978), and even tense
(Ogihara, 1996; Kauf and Zeijlstra, 2018). For all
this work on the theory of de re / de dicto ambi-
guities, however, there is a dearth of experimen-
tal work on the distinction. The work reported in
(Zhang and Davidson, 2021) therefore stands out
for its quantitative experimental approach. The au-
thors conduct an study directly measuring whether
English speakers demonstrate any preference to-
wards de re or de dicto readings. Their results sug-
gest that speakers accept de dicto interpretations
more robustly than de re interpretations.

To our knowledge, there has been no similar
attempt to situate de re / de dicto ambiguities in
the context of NNLMs. Williamson et al. (2021)
present an amendment to Abstract Meaning Rep-
resentation (AMR), a graphical meaning represen-
tation language, which allows it to encode de re
/ de dicto ambiguities as scope ambiguities. This
marks perhaps the closest recent work on these am-
biguities in a NLP context. AMR, however, is an
artificial meaning representational language, and
therefore of a different type than the meaning repre-
sentation of an NNLM. Our work directly looks for
de re / de dicto ambiguities in NNLMs’ behaviour.

3 Model

In all experiments, we use a version of the
RoBERTa (Liu et al., 2019) masked language
model already fine-tuned for the SuperGLUE Wino-
grad Schema Challenge task (Levesque et al., 2012;
Wang et al., 2019a). This is because: (i) our method
of distinguishing de re from de dicto interpreta-
tions centers on recognizing coreference, which
this model does well at, scoring 89% on the Super-
GLUE WSC task (while for comparison, OpenAI’s
few-shot GPT-3 scores 80.1%) (Wang et al.); and

(ii) this model proved most straightforward to ac-
cess and work with. We directly access and work
with this model using Meta AI’s fairseq library (Ott
et al., 2019).

4 Dataset and evaluation metric

4.1 Dataset
We generate a dataset of test sentences that consist
of a matrix subject, an intensional verb with sen-
tential complement, an embedded subject, and an
embedded intransitive verb. The matrix subject is
always John or Mary, and the embedded subject
is always a noun phrase. All of the test cases have
either the form in Figure 1a, as in the example John
believes that a dentist is singing, or the form in Fig-
ure 1b, as in the example John wants a dentist to be
singing. The choice between these structures sim-
ply depends on whether the matrix verb requires a
finite or non-finite tense in its complement.

We simultaneously generate a dataset of sen-
tences which are similar to the above, but with
a perceptual verb instead of an intensional verb.
These therefore have the form in Figure 1c, as in
the example John sees a dentist singing. Note that
perceptual verbs have been analyzed by a few in
the literature as also being intensional (e.g. Bour-
get, 2017); for sentences with perceptual verbs, we
therefore have the perceptual verbs take direct ob-
jects as their arguments (as in John sees a dentist
singing), rather than clauses (as in John sees that a
dentist is singing), so as to minimize the possibil-
ity of intensional interpretations of the perceptual
verbs.

Sentence templates are generated from the
schemata in Figure 1 with every possible combina-
tion of: John or Mary in the matrix subject, a verb
from the list in Appendix A.3 in the matrix verb, a
noun from the list in Appendix A.1 in the embed-
ded subject, and a verb from the list in Appendix
A.2 in the embedded verb.

In addition to manipulating whether the matrix
verb is intensional, we manipulate the determiner
of the embedded subject. We generate alternations
between the indefinite determiner ‘a’/‘an’, as in
Mary believes that a dentist is smiling, and the de-
ictic determiner ‘that’, as in Mary believes that that
dentist is smiling. The indefinite ‘a’/‘an’ should
give rise to a de re / de dicto ambiguity. The deictic
‘that’ should, in theory, only allow for a de re in-
terpretation, since it must refer to an entity already
present in the world of discourse.
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[MatrixSubject] [MatrixVerb] that [EmbeddedSubject] is [EmbeddedVerb]
John believes an editor walking

Mary accepts a dentist singing

deduces a baker shouting

... ... ...

(a) Intensional sentences with finite-tensed complements.

[MatrixSubject] [MatrixVerb] [EmbeddedSubject] to be [EmbeddedVerb]
John wants an editor walking

Mary wishes for a dentist singing

requires a baker shouting

... ... ...

(b) Intensional sentences with non-finite-tensed complements.

[MatrixSubject] [MatrixVerb] [EmbeddedSubject] [EmbeddedVerb]
John sees an editor walking

Mary observes a dentist singing

hears a baker shouting

... ... ...

(c) Perceptual sentences.

Figure 1: Schemata for generating test data

We handpick 48 matrix verbs (36 intensional
and 12 perceptual), randomly select 60 embedded
nouns from a handpicked list of 204, and randomly
select 30 embedded verbs from a handpicked list
of 512. The resultant dataset contains a total of
345,600 unique sentences with the configurations
shown in Figure 1 (although the total size of dataset
is larger, for reasons explained in the following
section). 259,200 of these are sentences with in-
tensional verbs, and the remaining 86,400 are sen-
tences with perceptual verbs.

4.2 Evaluation
The availability of the embedded NP as an
anaphoric antecedent depends on whether it is
interpreted de re or de dicto. Consequently,
for each generated sentence, we post-pend three
different fixed sentences: (i) I met [pronoun],
(ii) I greeted [pronoun], and (iii) I liked [pro-
noun]3. We then use a tweaked version of
the WSC-finetuned RoBERTa model’s in-built
disambiguate_pronoun function to obtain
the scores the model assigns at the [pronoun] po-

2We randomly select subsets of these lists, instead of using
the entire handpicked lists, due to concerns of dataset size and
excessive compute requirements with little obvious a priori
benefit of using the complete lists.

3This triples the final size of our dataset, bringing it to
1,036,800.

sition to each possible coreferent (i.e. the main
subject or the embedded subject)4.

Under the de dicto reading, the embedded NP
should not be able to corefer with a subsequent
phrase, as under this reading it is interpreted solely
within the intensional context. By contrast, un-
der the de re reading, the embedded NP should be
able to corefer with a subsequent phrase, as under
this reading it is interpreted outside the intensional
context.

In intuitive terms, using the example Mary be-
lieves that a lawyer is shouting, under the de
dicto interpretation, the lawyer is only specified
in Mary’s beliefs, rather than the speaker’s world
of reference. But the subsequent post-pended sen-
tence is evaluated with respect to the speaker’s
world of reference, and not Mary’s beliefs. So, the
pronoun token in the post-pended sentence should
not be able to refer to the embedded NP. Under a de
re interpretation, however, the lawyer is specified
in the speaker’s world of reference. So it remains
accessible for coreference in the post-pended sen-
tence.

Therefore, we should be able to assess the perfor-
4In this process, the model doesn’t actually make use of

the token in the position it predicts for. We therefore use
the [pronoun] token as a placeholder for what is in effect a
masked position, as using RoBERTa’s actual <mask> token
led to issues with the code.
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mance of the masked language model at detecting
the de re / de dicto ambiguity by comparing the
scores it assigns to the matrix or the embedded sub-
ject at the pronoun position. For example, in Mary
believes that a dentist is singing. I met [pronoun],
we compare the scores assigned to the possible
coreferents Mary and a dentist at the pronoun posi-
tion5. We use three separate post-pended sentences
to try to ensure that the effects we see are not the
result of any one specific verb in the follow-up
sentence.

Scores assigned to the matrix subject should be
higher for test sentences where the matrix verb
is intensional and the embedded subject has an
‘a’/‘an’ determiner. These are the contexts that give
rise to the possible de dicto interpretation which
would exclude the embedded subject from corefer-
ence. By contrast, the relative scores for the matrix
and embedded subject should be closer to equal in
cases that only admit a de re interpretation. This
includes all cases with a ‘that’ determiner or where
the matrix verb is perceptual (i.e. non-intensional).

5 Results and Discussion

5.1 Results
To quantify the model’s coreference choice at the
pronoun position, we study the difference between
the score assigned to the matrix subject (e.g. John)
and that assigned to the embedded subject (e.g. an
actor); we call this difference matrix subject bias.
Figure 2 shows the empirical effect of matrix verb
type and determiner type on matrix subject bias.
We see an overall increase in matrix subject bias
in intensional contexts and in contexts where the
embedded subject has the determiner ‘a’ or ‘an’.
The difference between intensional and perceptual
contexts is slightly smaller when the embedded
subject has determiner ‘a’ or ‘an’.

In order to study the effects of interest while
marginalizing over other manipulations and over
random variability, we fit a linear mixed-effects
model with formula below (random effects speci-
fied in brackets).

Matrix Subject Bias ∼
1 + Determiner ∗ Matrix Verb Type

+ Followup Verb + Matrix Subject
+ (1 + Determiner + Matrix Subject

5The implementation of coreference resolution in the
model we use is such that a span such as a dentist is not
penalized simply for being longer than a single token like
Mary.
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Figure 2: Boxplot with whiskers to 1.5IQR showing
distribution of matrix subject bias by determiner and
matrix verb type.

+ Followup Verb | Matrix Verb)
+ (1 + Determiner ∗ Matrix Verb Type

+ Followup Verb + Matrix Subject
| Embedded Verb)

+ (1 + Determiner ∗ Matrix Verb Type
+ Followup Verb + Matrix Subject
| Embedded Subject)

The full results are reported in Tables 1 and 2.
The model confirms the overall trend in Figure 2.
Averaged across all conditions, there is a bias to-
wards matrix subjects of 3.27 points (df=71.91,
t=6.96, p<0.001). Sentences with perceptual ma-
trix verbs show 2.58 points lower matrix sub-
ject bias than those with intensional matrix verbs
(df=78.16, t=-5.03, p<0.001), and sentences with
with determiner ‘a’/‘an’ show 2.89 points higher
matrix subject bias than those with determiner
‘that’ (df=92.78, t=11.92, p<0.001). The effect
of verb type is smaller in indefinite (‘a’/‘an’) de-
terminer contexts than deictic (‘that’) contexts by
0.52 points, but this is not statistically significant
(df=72.83,t=1.44,p=0.152).

There is considerable variability in both effects
according to embedded verb and embedded subject,
and variability in the determiner effect according to
matrix verb, embedded verb, and embedded subject
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Coefficient β̂ SE(β̂) df t p

Intercept 3.27 0.47 71.91 6.96 < 0.001
Determiner = ‘a/an’ 2.89 0.24 92.78 11.92 < 0.001
Matrix Verb Type = ‘perceptual’ -2.58 0.51 78.16 -5.03 < 0.001
Matrix Subject = ‘Mary’ -1.27 0.17 89.18 -7.65 < 0.001
Followup Verb = ‘liked’ (vs. ‘greeted’) -0.25 0.26 102.91 -0.97 0.333
Followup Verb = ‘met’ (vs. 0.5(‘liked’+‘greeted’)) -1.12 0.13 96.10 -8.93 < 0.001
Interaction Determiner:Matrix Verb Type 0.52 0.36 72.83 1.44 0.152
Marginal R2 = 0.21, Conditional R2 = 0.65, n = 1036800,
Groups: Matrix Verb (48); Embedded Verb (30); Embedded Subject (60)

Table 1: A regression table showing fixed effects, goodness of fit, and test statistics for the linear mixed-effects
model in Section 5.1. Degrees of freedom and p-values estimated using the Satterthwaite approximation. Predictor
levels were coded as ±0.5, except Followup Verb coded with Helmert contrasts.

Group Term Variance SD
Matx. Verb Intercept 1.13 1.49

Determiner 0.89 0.94
Matx. Subj 0.05 0.22
Foll. Verb Cont.1 1.12 1.05
Foll. Verb Cont.2 0.23 0.48

Emb. Verb Intercept 3.92 1.98
Determiner 0.76 0.87
Matx. Verb Type 2.02 1.42
Matx. Subj 0.17 0.42
Foll. Verb Cont.1 0.84 0.92
Foll. Verb Cont.2 0.22 0.47
Det.:Matx. Type 0.80 0.90

Emb. Subj Intercept 1.92 1.39
Determiner 0.50 0.71
Matx. Verb Type 0.79 0.89
Matx. Subj 1.25 1.12
Foll. Verb Cont.1 0.88 0.93
Foll. Verb Cont.2 0.21 0.46
Det.:Matx. Type 0.38 0.62

Residual 10.09 3.18

Table 2: A table showing fitted random effects of the
model specified in Section 5.1, as well as residual vari-
ance.

(Table 2). Nonetheless, the overall trend is clear.
See Appendix B for an overview of additional

trends which do not bear on the main research ques-
tion.

5.2 Discussion
From these results, it is clear that both verb type (in-
tensional or non-intensional) and determiner type
(indefinite or deictic) have statistically significant
effects on the relative scores the language model

assigns to different possible anaphoric referents.
Intensional verbs yield higher matrix subject bias

than non-intensional, perceptual verbs, when all
other variables are held constant. This is in line
with our predictions, as intensional verbs allow for
de dicto readings that block the embedded subject
from coreference.

In addition, indefinite determiners yield higher
matrix subject bias than deictic determiners. This
is also in line with our predictions, as indefinite
determiners are more amenable to de dicto readings
that block the embedded subject from coreference.
However, the interaction between these two factors
is not statistically significant. This goes against our
predictions, as deictic determiners should bias the
reader toward de re readings no matter what, so
the matrix verb effect should diminish when the
determiner is ‘that’.

These results are positive evidence that neural
language models can be sensitive to the effect of
intensional predicates on de re / de dicto ambigui-
ties, and therefore to intensionality more broadly.
However, the lack of interaction suggests that there
is something deeper that RoBERTa misses. It cap-
tures the effects of verb intensionality and deictic
determiners; however, it does not capture the cor-
rect result of combining the two. By contrast, a
formal-theoretical model of intensional verbs’ and
of determiners’ meanings would lead naturally to
the correct inference that deictic determiners facili-
tate de re readings regardless of matrix verb.

Some other results are also worth mentioning,
shown in more detail in Appendix B. As seen in Ta-
ble 1 and Figure 4b, the matrix subject bias is very
similar when the followup verb is liked or greeted,
but lower in a statistically significant way when
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it is met. The reason for this effect is not known.
Whether the matrix subject is Mary or John has
a statistically significant effect on matrix subject
bias; holding other variables constant, setting the
matrix subject to Mary instead of John yields a
lower matrix subject bias. Given the propensity
for large language models to be gender-biased in
various ways (Lu et al., 2020; Vig et al., 2020;
Charlesworth et al., 2021), this is perhaps not sur-
prising.

6 Conclusion

In this paper, we investigate the capacity of a neural
language model, a version of RoBERTa fine-tuned
for coreference resolution, to identify de re / de
dicto ambiguities that arise in intensional contexts.
We find evidence suggesting that such models are
indeed sensitive to the ambiguity-generating ef-
fects of intensional predicates and the ambiguity-
resolution effects of deictic determiners, but find no
evidence that this sensitivity extends to the interac-
tion between intensional predicates and embedded
determiners.

Our approach is also subject to some limitations
that invite further research. Our range of test data
is tightly constrained in its syntactic and broad se-
mantic structure. This is deliberate, as we hoped
to isolate the semantic effects of intensional pred-
icates and determiners from the confounding fac-
tors of syntactic form and broader semantic context.
However, the downside of this approach is that our
findings may not generalize across more varied
forms of language. Similarly, our choice of percep-
tual verbs as the counterpart to intensional verbs
was the result of their shared syntactic properties,
which allowed for substitution while holding all
other variables (including sentence structure) vir-
tually unchanged. One possibility, however, is that
the effects we find between intensional and per-
ceptual verbs are dependent on the latter’s being
specifically perceptual verbs, and do not represent a
difference between intensional and non-intensional
verbs more generally. Finally, in this paper, we
work with only one model. Other models with
different architecture or pretraining may have pro-
duced different results.

Clearly, a broader study of the capacity of neural
models to capture intensional effects such as de re
/ de dicto ambiguities requires a wider set of data
and experimental setups. We hope that this inquiry
spurs further research to that end.

7 Code

Code and data for this project are available
at https://github.com/laurestine/
nnlm-de-re-de-dicto.
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A Lexical items used in stimuli

A.1 Embedded Subjects
We used the following nouns as embedded subjects,
sampled randomly from a list of English nouns
denoting professions and types of person:

actor
administrator
ambassador
architect
assistant
baker
bartender
boy
chancellor
clerk
clown
controller
cook
cooper
count
courier
dancer
dealer
dentist
designer
dictator
diver
drummer
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economist
editor
emperor
engineer
farmer
girl
governor
guard
guitarist
historian
journalist
king
lady
lawyer
lieutenant
lobbyist
lord
magician
manager
mayor
merchant
model
negotiator
novelist
painter
philosopher
producer
psychiatrist
publisher
queen
rabbi
solicitor
spy
supervisor
treasurer
waiter
woman

A.2 Embedded Verbs
We used the following embedded intransitive verbs,
sampled randomly from a list of English intransi-
tive verbs denoting activities.

arriving
coughing
cringing
crying
dying
hiccuping
kneeling
limping
lying

moving
panicking
partying
praying
resting
running
screaming
shouting
sighing
singing
sitting
smiling
smoking
sneezing
standing
sweating
swimming
talking
walking
waving
working

A.3 Matrix Verbs
We used the following intensional matrix verbs,
meant to be as wide an array of intensional verbs
as possible:

accepts
aims for
anticipates
assumes
believes
concludes
conjectures
deduces
demands for
desires for
doubts
dreads
expects
fears
feels
figures
gathers
guesses
hopes
imagines
intends for
knows
maintains
needs
presumes
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reckons
requires
supposes
surmises
suspects
thinks
trusts
understands
wants
wishes for
worries

We used the following perceptual matrix verbs,
meant to be as wide an array of perceptual verbs as
possible:

catches sight of
detects
glimpses
hears
notices
observes
overhears
perceives
sees
spots
views
watches

B Data distribution details

This appendix contains additional details, not di-
rectly relevant to our research questions, about pat-
terns in matrix and embedded subject scores.

Figure 3 shows the raw distribution of matrix and
embedded subject scores. Matrix subject scores are
generally higher than embedded subject scores.

Figures 4a and 4b show distribution of matrix
subject bias for each matrix subject and for each
followup. We see that ‘met’ yields considerably
lower matrix subject bias than other followup verbs,
while matrix subjects of John are preferred as coref-
erents more than matrix subjects of Mary.

Figure 5 shows distribution of matrix subject
bias for each determiner-syntactic frame pair. We
see that the two intensional-verb frames pattern
together in the way indicated in the main text: they
have higher matrix subject bias than the perceptual-
verb frame, and all three frames show higher matrix
subject bias with indefinite determiners.

We next computed the raw effect of determiner,
the raw effect of intensional matrix verb, and their

N
um

be
r 

of
 te

st
 s

en
te

nc
es

0

25000

50000

75000

100000

−30 −20 −10 0
Matrix Subject Score

0

25000

50000

75000

100000

−30 −20 −10 0
Embedded Subject Score

Figure 3: Histograms showing the raw distribution of
matrix and embedded subject scores.
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Figure 4: Boxplot with whiskers to 1.5IQR showing
the distribution of matrix subject bias for each matrix
subject and for each followup verb.
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Figure 5: Boxplot with whiskers to 1.5IQR showing the
distribution of matrix subject bias by syntactic frame
and determiner.

interaction separately for each possible matrix sub-
ject, embedded subject, embedded verb, and fol-
lowup verb. The results are shown in Figure 6. Raw
effects are computed as differences of means, and
the raw interaction is a difference of differences of
means. We see that the overall positive effect of
indefinite determiner and intensional matrix verb
is a trend across the bulk of data points, and is not
merely the result of a few outliers. The lack of inter-
action between these two effects is also consistent.
Figure 7 shows the pattern that test sentence frames
with "liked" as a followup verb have a higher effect
of determiner than those with other followup verbs,
but we see that the effect of an indefinite determiner
on matrix subject bias is still positive in general.

Finally, Figures 8, 9, and 10 show variability in
matrix subject score and embedded subject score
depending on the specific choice of embedded sub-
ject (Figure 8), embedded verb (Figure 9), and
matrix verb (Figure 10). This variability is quite
high, with some lexical items in each case showing
almost no matrix subject bias, and others showing
quite a lot. Aside from our deliberate manipulation
of intensionality, it is unclear what else drives this
variability.
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Figure 6: Sentence frames plotted by their raw effect
of indefinite determiner (difference in matrix subject
bias between instances of that frame with indefinite and
deictic determiners), raw effect of intensional matrix
verb (difference in mean matrix subject bias between in-
stances of that frame with an intensional and perceptual
matrix verb), and raw interaction of these two effects
(difference-of-differences between the aforementioned
subgroups).
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Figure 7: Sentence frames plotted by their raw effect of
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psychiatrist
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architect
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Figure 8: Error bar plot showing mean matrix subject score and embedded subject score for stimuli with each
embedded subject. Rows are ordered by matrix subject bias. Error bars show standard deviation.
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arriving

standing

waving

smiling

talking
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working
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Figure 9: Error bar plot showing mean matrix subject score and embedded subject score for stimuli with each
embedded verb. Rows are ordered by matrix subject bias. Error bars show standard deviation.
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sees
notices

spots
hears

glimpses
catches sight of

overhears
detects

knows that
perceives
feels that

anticipates that
observes

understands that
gathers that
expects that

deduces that
figures that
trusts that

accepts that
views

watches
hopes that

suspects that
desires for

reckons that
imagines that

wants
aims for

worries that
concludes that
surmises that

wishes for
requires

guesses that
needs

assumes that
dreads that
thinks that
intends for

supposes that
conjectures that

presumes that
fears that

believes that
maintains that
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Figure 10: Error bar plot showing mean matrix subject score and embedded subject score for stimuli with each
matrix verb. Rows are ordered by matrix subject bias. Error bars show standard deviation. Perceptual matrix verbs
are highlighted in red.
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