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Abstract
This paper presents our solution, garNER, to
the SemEval-2023 MultiConer task. We pro-
pose a knowledge augmentation approach by
directly querying entities from the Wikipedia
API and appending the summaries of the en-
tities to the input sentence. These entities are
either retrieved from the labeled training set
(Gold Entity) or from off-the-shelf entity tag-
gers (Entity Extractor). Ensemble methods are
then applied across multiple models to get the
final prediction. Our analysis shows that the
added contexts are beneficial only when such
contexts are relevant to the target-named en-
tities, but detrimental when the contexts are
irrelevant.

1 Introduction

MultiCoNER is a shared task (Fetahu et al., 2023b)
organized as part of the SemEval workshop to as-
sess the performance of Named Entity Recognition
(NER) systems across multiple languages. The task
specifically addresses the recognition of complex
named entities in a multilingual setting, such as
product names, event names, and creative works.
Complex named entities often have form varia-
tions and may resemble normal language usage
(eg. “Catch Me If You Can”), making them difficult
to recognize with traditional NER techniques. To
accurately classify these entities, domain-specific
knowledge and advanced language modelling tech-
niques are often considered necessary components
of the systems submitted to this task.

The introduction of Transformer-based models
has resulted in significant advancements in vari-
ous Natural Language Processing (NLP) tasks, in-
cluding Named Entity Recognition (NER). The
integration of pre-trained embeddings, trained on
lengthy texts, has proven to be an effective tech-
nique for modelling long-range dependencies and
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resolving ambiguity in complex named entities
within sentences (Peters et al., 2018; Akbik et al.,
2018; Straková et al., 2019).

Among the systems submitted in MultiCoNER
2022, the winning system was DAMO-NLP (Wang
et al., 2022), which ranked 1st in most languages
(Malmasi et al., 2022b). The idea behind their
approach is that incorporating a knowledge base
system grants NER models a similar advantage
as professional annotators, allowing them to re-
trieve relevant documents and information from
the knowledge base to disambiguate challenging
samples in the dataset. The underlying principle of
incorporating additional context into the original
sentences is to enhance the contextual embeddings
and thereby improve the contextual representations
of the complex entities.

In our revised method, we follow the same prin-
ciple of extracting relevant information and em-
ploying long-range dependencies to establish ro-
bust token representations. However, a significant
difference between our approach and that of the
DAMO-NLP knowledge-based system lies in our
proposal for knowledge enhancement without the
requirement for a comprehensive knowledge base.
The cost of building a knowledge base is significant,
especially in a multilingual context, so we propose
a streamlined approach in which, given an entity,
we use the Wikipedia API to gather a summary
from relevant Wikipedia pages, which is then con-
catenated with the input sentence. This approach
considers the computational resource constraints
while striving to maintain an equivalent level of
performance for complex named entity recognition
tasks.

We fine-tune multilingual and monolingual
Transformer models and then apply ensembling
techniques to obtain the final predictions. Our best
system results are consistently positioned in the
middle of the rankings, and they rank in the top ten
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at ten language tracks. Moreover, our error analysis
indicates that the added contexts are only advanta-
geous when they are relevant to the target-named
entities, whereas they are disadvantageous when
the additional context are irrelevant.

2 Related Work

Pre-trained Transformer-based models (Vaswani
et al., 2017) can leverage extensive sources of
knowledge, such as Wikipedia and social media,
to achieve state-of-the-art (SOTA) performance
on various NLP tasks. Multilingual Transformer
like XLM-RoBERTa (Conneau et al., 2020a) and
BERT multilingual base (mBERT) (Devlin et al.,
2019a) have undergone extensive training with vast
amounts of data drawn from various languages and
datasets. Their transfer learning capabilities allow
them to identify subtle nuances and patterns com-
mon across different languages, leading to supe-
rior performance compared to previous approaches.
However, monolingual Transformers trained on a
large amount of data from a single language can
sometimes outperform multilingual models in dif-
ferent NLU tasks, including Named Entity Recog-
nition (NER). This has been observed in languages
like Bangla (Bhattacharjee et al., 2022), Portuguese
(Souza et al., 2020, 2019), and others.

Wang et al. (2021)’s Google search methodol-
ogy for information retrieval has been expanded to
include the use of pre-existing knowledge sources,
such as Wikipedia or DBpedia, which are widely
used as general-purpose external knowledge re-
sources across a wide range of natural language
processing (NLP) tasks (Chen et al., 2017; Verlin-
den et al., 2021). It has also been widely used in
Named entity recognition (NER) tasks since they
contain huge amounts of entities like their types,
attributes, and relationships shown by DAMO-NLP
(Wang et al., 2022). Also, incorporating domain-
specific knowledge such as dictionary features can
improve NER performance (Cheng et al., 2021).
Systematized Nomenclature of Medicine Clinical
Terms (SNOMED-CT) (Donnelly et al., 2006), Uni-
fied Medical Language System (UMLS) have al-
ready shown significant enhancement in the per-
formance of NER as demonstrated by UmlsBERT
(Michalopoulos et al., 2021).

Ensemble learning, which combines the
strengths of multiple models, is a straightforward
approach to address nonlinear relationships and
minimize data noise. As a result, it demonstrates

significant performance in Named Entity Recog-
nition (NER) (Speck and Ngonga Ngomo, 2014),
including prior MultiCoNER tasks (Malmasi et al.,
2022c). In the recent MultiCoNER task, several
ensembling methods were employed, including
merging pre-trained language encoders with data
augmentation techniques based on translations of
the original training data (Pu et al., 2022), mul-
tilingual models (such as XLM-RoBERTa-large
and Microsoft/infoxlm-large) with a Conditional
Random Field (CRF) layer (Hassan et al., 2022),
multilingual and monolingual Transformer mod-
els (Song and Bethard, 2022; He et al., 2022), and
Transformer combined with Reinforcement Learn-
ing (Lin et al., 2022). These methods achieved sig-
nificant performance improvements, demonstrating
the effectiveness of ensembling in NER tasks.

Our study expands on recent developments in
external knowledge integration and ensemble learn-
ing techniques. While knowledge augmentation
has been shown to be highly effective in Named
Entity Recognition (NER) tasks, the resulting sys-
tems tend to be complex and computationally inten-
sive. Our work introduces a streamlined approach
to knowledge augmentation that is combined with
ensemble techniques to improve NER performance.

3 Dataset Description

The MultiCoNER dataset has complex NER data
with more syntactically challenging scenarios (Mal-
masi et al., 2022a) for 12 languages: English (EN),
Spanish (ES), Hindi (HI), Bangla (BN), Chinese
(ZH), Swedish (SV), Farsi (FA), French (FR), Ital-
ian (IT), Portuguese (PT), Ukrainian (UK) and Ger-
man (DE). It also includes a multilingual set, which
combines the same monolingual examples from
each of the 12 languages (Fetahu et al., 2023a).

This dataset involves identifying and classifying
various types of named entities in text, such as lo-
cation, creative work, group, person, product, med-
ical, etc. It is a fine-grained dataset, which means
it contains more specific and detailed labels than
coarse-grained alternatives. The dataset employs a
fine-grained named entity taxonomy, with 36 fine-
grained types and 6 coarse-grained types. Based
on various contexts and factors, it can distinguish
between different types of named entities. For ex-
ample, it can distinguish between “scientist” and
“athlete”, which can be difficult for coarse-grained
NER systems.

The MultiCoNER dataset is made up of three
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Figure 1: Simplified knowledge augmentation pipeline example. Green highlights the original input and blue is the
augmented sentence.

main sources: Wikipedia Sentences (LOWNER),
Questions (MSQ-NER), and Search Queries
(ORCAS-NER). The train set has roughly 16k in-
stances, whereas the dev set has approximately 800
instances. While each of the DE, HI, ZH, and
BN test sets has around 20k instances, each of the
remaining languages’ test sets has around 250k in-
stances. EN, DE, IT, FR, ES, ZH, PT, and SV have
up to 30% of instances with additional noise. In this
dataset, the noise consists of typographical errors
caused by different keyboard layouts. The final sys-
tem has been evaluated based on the performance
of both noisy and clean dataset.

4 System Description

4.1 Knowledge augmentation
Our simplified knowledge augmentation pipeline
consists of the following steps:

1. Entity Detection: To identify entities in the
input text, we employed two methods. The
first method involved using gold labels, while
the second method involved utilizing pre-
existing entity detector models. For languages
other than English, we used a NER system that
was developed by fine-tuning XLM-RoBERta
on a multilingual dataset1. As for English, we
relied on the Spacy model2.

To extract an entity, we concatenated BI to-
kens, which is a labeling scheme used to iden-
tify entities. When tokens A and B are labeled

1Multilingual Entity Extractor Model
2Spacy Model

with the tags B-X and I-X, respectively, they
are concatenated as a single identified entity.
The augmented dataset generated using gold
labels is referred to as Gold Entity, whereas
the dataset created using an existing entity de-
tector is referred to as Entity Extractor. The
original dataset is named No Augmentation
in the rest of the sections.

2. Finding Wikipedia Pages: We searched for
a Wikipedia page that precisely matched each
detected entity. We only searched within
Wikipedia’s corresponding language domains,
such as en.wikipedia.com for English
and zh.wikipedia.com for Chinese.

3. Extract Summary: If a Wikipedia page was
discovered, the summary of that page was ex-
tracted from the Wikipedia API and cleaned
by removing information such as birth dates.

4. Knowledge Augmentation: In the final step,
the summary of each entity was added to the
input sentence. Note that multiple Wikipedia
page summaries may be added to the input
sentence if multiple entities are detected in
the entity detection step.

An example of our knowledge augmentation
pipeline is described in Figure 1.

4.2 Fine-tuning pre-trained models

Multilingual We use two Transformer-based
masked language models, XLM-RoBERTa (XLM-
R) and mBERT, both of which are pre-trained on a
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Figure 2: The pipeline of the overall system which makes use of monolingual and multilingual models for an
ensemble method. Note that since there are no publicly available monolingual Ukrainian models, we are not using
one for the Ukrainian track.

large amount of multilingual textual data (Conneau
et al., 2020a; Devlin et al., 2019a). We specifi-
cally choose the XLM-R large variant, which is
pre-trained with the RoBERTa architecture on 2.5
terabytes of data containing 100 languages. The
mBERT base-cased model has been trained on 104
different languages. These multilingual language
models have been found to perform well in a variety
of tasks, including NER using multilingual contex-
tual representations, particularly in low-resource
scenarios (Conneau et al., 2020a). These two large
language models have been fine-tuned for each of
the 12 single-language NER tasks as well as the
multilingual NER task.

Monolingual We employ several monolingual
pre-trained Transformer-based large language mod-
els for all the languages except for Ukrainian. Ap-
pendix A contains a summary of the monolingual
models utilized in this study. Although previous
studies have confirmed state-of-the-art results using
transfer learning across multiple languages (Con-
neau et al., 2020b), there is an issue with catas-
trophic forgetting in pre-trained language models
(PLMs) that limits the effectiveness of transfer
learning by updating most of the weights of the
model during full fine-tuning (Pfeiffer et al., 2021;
Ramasesh et al., 2022; Thomas et al., 2022). Thus,
the benefit of multilingual representations may not

be fully leveraged for the downstream task. Fur-
thermore, the majority of the languages studied in
this work are high-resource languages for which
large-scale monolingual pre-trained models already
exist. By taking these into consideration, we con-
duct our finetuning experiments with monolingual
language models as well.

4.3 Ensembling

In the final step of our pipeline, we implement an
ensemble method using three different ensembling
techniques: majority voting, rank, and weighted. In
majority voting, for each token we find which label
has the most votes among the predictions across
our models. Since we have an even number of
models, two or more labels may receive the same
number of votes. In the event of a tie, we choose
the first label as the output. The rank and weighted
ensembling methods are alternative approaches that
are expected to alleviate situations where there are
ties. In rank ensembling, we first ranked the mod-
els based on their f1 score, and the ones with the
highest ranks will be allocated more votes in their
prediction. For example, if a model m with rank
7 predicted the label y, instead of adding 1 vote
to y, the model’s rank is added. This means that 7
votes would be added to y, with a higher rank value
indicating a better model in this scenario. Finally,
the output is determined by whichever prediction
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received the most votes. We used the same strategy
in weighted ensembling, but instead of weighting
the labels with rank, we used the model’s f1 score
to calculate the number of votes.

Figure 2 shows our system with the six fine-
tuned models we used per ensembling method.

5 Experimental Setup

We present our approach to enhancing a Named
Entity Recognition (NER) model using fine-tuned
multilingual and monolingual encoders based
Transformer models for a token classification task.
To facilitate our NER model pipeline, we first to-
kenize each sentence and convert it into a fixed-
length vector of 256 dimensions, which is then fed
into the Transformer model. The final classification
layer generates a probability matrix of 256× n to
predict the class label for each token where n is the
number of classes. We only consider the output
from actual tokens to determine the loss, disregard-
ing those generated from augmented sentences as
we lack gold labels for these extra tokens. During
fine-tuning, we utilize a learning rate of 1e− 4 and
train the model for 7 epochs.

Furthermore, we fine-tune three models for each
language and Transformer model, using three dif-
ferent datasets (e.g. No Augmentation, Entity Ex-
tractor, and Gold Entity). While the fine-tuned
models with the No Augmentation and Entity Ex-
tractor datasets are integrated into our final system,
we use the other fine-tuned models with the Gold
Entity dataset for error analysis. During our experi-
ments, we use the MultiCoNER dev set to evaluate
our models and split the train set into 80-20 split
to create the training and validation sets for fine-
tuning.

6 Results

For our results, we compute macro F1-scores based
on token entity predictions.

Comparison with other systems In Table 1, we
present the results of our model’s performance in
each track, along with the macro F1 score for both
the clean and noisy categories. Notably, our system
ranks in the top 10 out of 10 language tracks.

We can certainly observe that the addition of
noise has an impact on the model’s performance,
but it is encouraging to see that the drop in lan-
guages like FR, PT, and IT is not below 60. How-
ever, the effects of noise on the ZH track are notable

Language Clean Noisy Macro Position
English (EN) 65.25 56.96 62.73 16/34
Spanish (ES) 66.19 58.43 63.73 9/18

Swedish (SV) 70.40 62.19 67.63 9/16
Ukrainian (UK) 65.64 - 65.64 9/14
Portugese (PT) 66.81 60.04 64.51 10/17

French (FR) 68.09 60.22 65.68 10/17
Farsi (FA) 62.12 - 62.12 9/14

German (DE) 63.88 - 63.88 12/17
Chinese (ZH) 67.50 50.17 63.47 10/22

Hindi (HI) 71.23 - 71.23 9/17
Bangla (BN) 73.39 - 73.39 8/18

Italian (IT) 70.16 63.99 68.20 9/15
Multilingual 69.16 - 69.16 12/18

Table 1: F1-scores (%) for the clean and noisy categories
as well as the overall macro F1-scores for each track
calculated on the test sets. Additionally, our contest
position for each entry is displayed.

as they are much closer to the ones from top par-
ticipants like DAMO-NLP and USTC-NELSLIP 3.
Moreover, our model shows greater robustness in
some tracks (SV, ZH, FR) compared with partici-
pants who outperform us with no noise 3. Despite
this, the EN track is significantly affected by the
presence of noise.

Overall Table 2 compares the results of our three
ensembling models in all of the 13 language tracks
where we can observe that in the dev set the ma-
jority voting method only outperforms the other
ensembling methods in the SV track. On the other
hand, weighted average yields the best results in the
majority of tracks and rank based performs the best
in 5 tracks. Interestingly, both of these methods
are the ones we implement to alleviate ties between
labels.

Notably, BN reaches impressive results in the
validation set with both of the aforementioned en-
sembling methods, but results remain much closer
between the 3 methods on the test set where there
is a much more noticeable drop between valida-
tion and test sets. This may be the case due to the
larger test dataset that is also assessing the level
of generalization in our models. Despite the drop,
the methods yield good performance and in some
tracks, like SV, the gap is not extremely wide (-
2.13) between the dev and test sets.

In table 3 we compare the results on the vali-
dation set from our monolingual and multilingual
models with 3 different knowledge augmentation
methods. Note that results for UK are limited to the

3 SemEval2023 Results
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Set Model
Language

EN ES SV UK PT FR FA DE ZH HI BN IT Multilingual

Dev

Majority Voting 68.82 69.73 69.76 69.75 69.76 71.19 68.44 74.56 77.32 79.25 86.96 73.59 75.06
Rank Based 70.50 71.15 67.11 71.38 71.60 73.02 68.67 74.91 77.32 78.96 90.60 72.20 76.43
Weighted 68.81 71.13 69.03 72.13 70.77 71.21 68.35 74.93 77.89 79.27 90.90 73.95 77.39

Best Individual Model 67.47 70.03 66.44 69.40 68.87 68.72 65.57 72.29 75.84 74.66 86.96 70.22 77.60

Test

Majority Voting 62.52 62.02 67.37 64.16 64.38 65.68 62.09 63.88 63.01 70.58 73.34 67.52 65.72
Rank Based 61.74 63.27 66.11 65.18 63.98 64.94 62.12 62.84 61.96 69.37 73.19 67.66 67.50
Weighted 62.73 63.73 67.63 65.64 64.51 65.56 61.95 63.83 63.47 71.23 73.39 68.20 68.95

Best Individual Model 58.13 62.24 62.18 63.40 60.87 59.50 58.75 58.07 56.90 62.20 68.92 65.26 69.16

Table 2: The table displays macro F1-scores (%) from different ensembling methods for 12 monolingual tracks and
a multilingual track. The methods are Majority Voting, Rank Based System, Weighted, and top-performing model
scores on both dev and test sets.

EN ES SV UK PT FR FA DE ZH HI BN IT Multilingual
No Augmentation 61.66 67.76 62.75 65.38 63.54 63.95 60.57 72.29 73.74 74.58 77.09 68.26 70.22

Gold Entity 72.14 74.98 72.25 68.76 69.93 72.10 76.01 74.89 77.00 79.39 83.13 74.23 76.24mBERT
Entity Extractor 61.62 64.87 66.16 66.66 62.85 64.76 60.61 71.14 75.84 74.44 79.10 66.51 70.85

No Augmentation 61.17 70.03 65.05 68.32 68.85 68.14 62.62 65.90 65.83 74.66 84.74 70.22 68.68
Gold Entity 72.18 69.88 71.63 72.34 75.60 76.64 76.29 75.76 74.40 84.65 85.72 75.25 81.84XLM-RoBERTa

Entity Extractor 65.30 66.35 62.20 69.40 68.87 68.72 64.07 70.72 70.89 72.72 80.39 68.60 77.60
No Augmentation 66.06 51.36 66.18 - 65.47 66.14 65.57 68.80 72.59 56.75 86.29 67.80 -

Gold Entity 73.98 64.42 70.20 - 73.3 73.77 79.84 70.01 80.08 66.37 88.41 74.46 -Monolingual
Entity Extractor 67.47 55.15 66.44 - 57.81 65.66 65.41 70.72 74.45 65.03 86.96 68.40 -

Table 3: The table shows the macro F1-score (%) of the dev set in each language for the monolingual and multilingual
models. The scores in green represent the best performing model among the monolingual and multilingual models,
ignoring the gold entity results. The scores in orange represent the overall best performing model for each language.

multilingual models. As expected, the models with
the gold entity knowledge perform the best. For
the monolingual models, we can see that they ben-
efited from the entity extractor augmentation, even
in monolingual tracks like FA where no augmenta-
tion yielded the best result, the difference between
no augmentation and entity extraction augmenta-
tion is marginal.

7 Discussion

Monolingual vs Multilingual Our multilingual
models outperform the monolingual ones barring
4 tracks (EN, SV, FA, BN) where the multilingual
F1 scores are lower than their monolingual counter-
parts (Table 3). Interestingly, we can see a similar
trend when we compare the performance of the
models trained on the gold entity dataset. How-
ever, under this setup, the best performing mono-
lingual models are from the EN, FA, ZH, and BN
tracks. Furthermore, we can observe that the ma-
jority of models that performed the best are the
XLM-RoBERta multilingual ones, since they had
the best scores in 7 out of 13 tracks.

However, it is key to note that the difference in
the F1 scores between the multilingual and mono-
lingual models is not large except for ES and HI.
Although such a large margin in these 2 tracks may
seem surprising given that they were trained on

a large monolingual dataset, it can be explained
by the number of parameters of the ES model
(Cañete et al. (2022)’s ALBETO tiny) and the mul-
tilingual training on Indian languages of the HI
model (Khanuja et al. (2021)’s MuRIL). Our cho-
sen model for the ES track has fewer parameters
(5M) than some its counterparts and thus underper-
forms in NER tasks (Cañete et al., 2022). On the
other hand, the Hindi model is only monolingual
in regards to the script, as it is in fact a multilin-
gual model trained on multiple languages with a
shared script (Bangla, Nepali, Urdu, Hindi). While
Khanuja et al. (2021) claims that the chosen Hindi
model can take more cues from neighboring words
than a multilingual model like mBERT, there are
no quantitative results of the model’s performance
in NER tasks. These results showcase that model
selection is crucial to properly assess the perfor-
mance of multilingual and monolingual models in
a given task.

Impact of Knowledge The number of irrelevant
entities is larger than the detected relevant entities
across all languages, and sometimes close to double
the number of Detected Entities (eg. EN)4. Given
the discrepancy between the Gold Entity and Entity

4Table 5 and Figure 3 show the statistics of entity relevance
as detected by off-the-shelf entity taggers. Both of these can
be found in Appendix B.
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Gold tags: B-Politician I-Politician I-Politician O O O O O
No Augmentation Prediction: B-OtherPER I-OtherPER I-OtherPER O O O O O

Entity Extractor Prediction: B-Politician I-Politician I-Politician O O O O O

(a) Example: The added context has helped the Entity Extractor model to identify that joseph le bon is a POLITICIAN entity.

Gold tags: B-VisualWork I-VisualWork I-VisualWork I-VisualWork O O O O
No Augmentation Prediction: B-VisualWork I-VisualWork I-VisualWork I-VisualWork O O O O

Entity Extractor Prediction: B-Food O O I-Food O B-VisualWork I-VisualWork O

(b) Example: The added context changed a previously correct output B-VisualWork for currito to an incorrect one B-Food.

Gold tags: O O O O B-PublicCorp I-PublicCorp O O O O O O
No Augmentation Prediction: O O O O B-SportsGRP I-SportsGRP O O O O O O
translated input: Both are past employees of McKee’s.

Entity Extractor Prediction: O O O O B-PublicCorp I-PublicCorp O O O O O O
translated input: Both are past employees of McKee’s. McDonald’s (English: mcdonald’s) is a
multinational fast food chain restaurant originating from Southern California, USA. It is also the
largest fast-food chain in the world, mainly selling hamburgers, fries, fried chicken, soft drinks, ice
cream, salad, fruits and coffee and other fast food items, currently headquartered in Chicago, USA.

(c) Example from Chinese where context has helped to identify a slang usage “麥記/McKee’s” as a PublicCorp correctly.

Table 4: Contributions of neighbouring tokens on the final classification of the target token from XLM-RoBERta-
large models. The red square indicates the target token. The stronger highlighted tokens indicate the stronger
influence of that token on the classification output of the target token. Tokens highlighted in dark blue indicate
contradictory evidence to the final prediction.

Extractor models (Table 3), we hypothesise that
the relevance of extracted entities has a significant
effect on the performance of the Entity Extractor
model.

In order to better understand how augmented
input affects NER classification, we conduct
an analysis of outputs with LIME (Local Inter-
pretable Model-agnostic Explanations) (Ribeiro
et al., 2016), which provides explanations for the
final prediction based on feature importance across
the input, in our case the neighbouring tokens in an
input sentence. We present example LIME outputs
for English and Chinese from the XLM-RoBERta-

large models in Table 4.

Example 4a provides support for our hypothe-
sis that useful contexts can be directly and promi-
nently influential to the final prediction of a com-
plex named entity class. In the original sentence,
a neighbour like guillotined provides enough in-
formation that joseph is a Person but not enough
to distinguish whether joseph is a specific kind
of person. The augmented context from the En-
tity Extractor model provides relevant contexts
with politician, which has shown to be the most
influential neighbour to the final prediction of
B-Politician.
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On the other hand, 4b shows that irrelevant or in-
correct context can negatively affect model predic-
tions. The non-augmented input has given adequate
context for the tag of currito as B-VisualWork,
while the augmented input from the Entity Extrac-
tor model is wrongly associated with an incorrect
context (currito is identified as an alternative name
of chain restaurant Boloco), causing it to be tagged
as B-Food. This prediction is mostly influenced
by context neighbour restaurants despite contradic-
tory predictions from the original sentence such as
silent film (in dark blue).

In the case of Chinese example 4c, one token
in English “McKee’s” is split into two tokens in
Chinese, corresponding to the syllables mc-kees.
The slang term “麥/mc記/kee’s” (translated here
as McKee’s) was not recognised as an alternative
name for McDonald’s in the non-augmented sen-
tence and was tagged incorrectly as SportsGRP.
In the augmented sentence, this was corrected to
PublicCorp. The first token ‘麥/mc is influ-
enced by the whole phrase “是源自美國南加州
的跨國連鎖快餐店/is a multinational fast food
chain restaurant originating from Southern Cal-
ifornia, USA)”, while the second token 記/kee’s
is influenced by the original name itself “麥當
勞/mcdonald’s” as well as the English translation
of the name mcdonald’s.

Overall, the above examples have shown that the
relevance of the augmented context is a significant
factor irrespective of the language. It can correct
or improve the original tags (4b and 4c), but it can
also override the effects of the original neighbours
(4a) leading to detrimental effects.

8 Conclusion and Future Work

In this paper we present our garNER system that
shows promising results for models trained with
a gold entity dataset, which suggests that relevant
context can boost performance in complex NER
tasks. Therefore, we consider that training a cus-
tom entity extractor model for our knowledge aug-
mentation step can improve the current version of
our system. In order to do so, a simpler dataset
could be created by removing the fine-grained cat-
egories and transforming the tags from B-X to B
and I-X to I. Since the current model cannot de-
tect the majority of tags, this is crucial and may
improve overall performance. Lastly, we consider
that adding a conditional random field (CRF), as
it is common practice in token classification tasks,

may be relevant because it avoids illegal span pre-
dictions. CRF layers could potentially be added on
these transformer models to further evaluate NER
performance and see if there are any improvements.
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de la Clergerie, Djamé Seddah, and Benoı̂t Sagot.
2020. CamemBERT: a tasty French language model.
In Proceedings of the 58th Annual Meeting of the As-
sociation for Computational Linguistics, pages 7203–
7219, Online. Association for Computational Lin-
guistics.

Farahani Mehrdad, Gharachorloo Mohammad, Farahani
Marzieh, and Manthouri Mohammad. 2021. Pars-
bert: Transformer-based model for persian language
understanding. Neural Processing Letters.

George Michalopoulos, Yuanxin Wang, Hussam Kaka,
Helen Chen, and Alexander Wong. 2021. Umls-
BERT: Clinical domain knowledge augmentation of
contextual embeddings using the Unified Medical
Language System Metathesaurus. In Proceedings of
the 2021 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, pages 1744–1753,
Online. Association for Computational Linguistics.

Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 2018. Deep contextualized word repre-
sentations. CoRR, abs/1802.05365.

Jonas Pfeiffer, Aishwarya Kamath, Andreas Rücklé,
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A Model Summary

mBERT: A multilingual model called mBERT
(Devlin et al., 2019b) is designed to jointly condi-
tion on both left and right context in all layers in
order to pretrain deep bidirectional representations
from unlabeled text. It was trained on a corpus
of 104 languages which makes it useful for cross-
lingual applications. Masked language modeling
(MLM) and next sentence prediction (NSP) objec-
tives are used to pre-train it.

XLM-RoBERTa: A multilingual version of
RoBERTa is called XLM-RoBERTa (Conneau
et al., 2020a). 2.5TB of filtered CommonCrawl
data containing 100 languages is used as its pre-
training material. The model is trained to anticipate
the masked tokens in the input using samples of
text streams from each language. This model is
able to deal with code-switching better because lan-
guage embeddings are not utilized, in contrast to
(Lample and Conneau, 2019).

RoBERTa-large: Using a self-supervised
learning method, the transformers-based model
RoBERTa (Liu et al., 2019) was pre-trained using a

vast collection of English language data. It is both
a replication of BERT (Devlin et al., 2019b) and
a better method for training BERT models, which
takes into account the implications of training set
size and hyperparameter adjustment. It is differ-
ent from BERT (Devlin et al., 2019b) on the sense
that this model is trained over a longer period of
time with larger batches and more data, the next
sentence prediction objective is removed here, it
is trained on longer sequence, and also dynami-
cally changing the masking pattern is applied to the
training data.

BanglaBERT: The BERT architecture-based
Natural Language Understanding (NLU) model
known as BanglaBERT (Bhattacharjee et al., 2022)
was pre-trained particularly for the Bangla lan-
guage. Crawling 110 well-known Bangla web-
sites yielded 27.5 GB of Bangla pretraining data
(named ”Bangla2B+”) that was used to pretrain
BanglaBERT. Using the Replaced Token Detection
(RTD) objective, which involves jointly training a
generator and a discriminator model, BanglaBERT
was pretrained using ELECTRA (Clark et al.,
2020).

BERTimbau: A BERT model specifically cre-
ated for Brazilian Portuguese is named as the
BERTimbau (Souza et al., 2020). Three natural lan-
guage processing tasks—named entity recognition,
sentence textual similarity, and textual entailment
recognition have been completed by this model
with state-of-the-art performance.

CamemBERT: The RoBERTa (Liu et al., 2019)
architecture is the foundation of the cutting-edge
language model for French called CamemBERT
(Martin et al., 2020). CamemBERT uses Senten-
cePiece tokenization (Kudo and Richardson, 2018)
and was trained using the French-language subset
of the OSCAR corpus (Suárez et al., 2019). To train
the model, Masked Language Modeling (MLM) is
used.

ParsBERT: The BERT architecture (Devlin
et al., 2019b) from Google is used by the monolin-
gual language model ParsBERT (Mehrdad et al.,
2021), which has the same configurations as BERT-
Base. This model has been pre-trained on a large
Persian corpus with more than 2 million documents
and a variety of writing styles from a wide range of
themes (such as scientific, fiction, and news). This
corpus’s substantial portion was manually crawled.
Masked Language Modeling (MLM) and Next Sen-
tence Prediction(NSP) are the two objectives that
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the model has been trained on.
MuRIL: The MuRIL (Khanuja et al., 2021)

model is based on the BERT (Devlin et al., 2019b)
architecture and was trained from scratch using
various corpora, including Wikipedia5 , Common
Crawl OSCAR, PMINDIA (Haddow and Kirefu,
2020), and Dakshina (Roark et al., 2020) for 17
Indian languages and their transliterated versions.
Masked Language Modeling (MLM) and Transla-
tion Language Modeling (TLM) are two language
modeling objectives that were used to train the
model.

Italian BERT: The OPUS corpora6 collection
of texts plus a recent Wikipedia dump were used
to train the Italian BERT (Schweter, 2020) model,
producing a final training corpus of 13 GB and
2,050,057,573 tokens. The same training data from
OPUS plus additional data from the Italian section
of the OSCAR corpus7 were used for the XXL
Italian models, resulting in a final training corpus
size of 81GB and 13,138,379,147 tokens.

Swedish BERT: The architecture of BERT (De-
vlin et al., 2019b) serves as the foundation for the
Swedish BERT Model (Malmsten et al., 2020).
About 15 to 20 GB of text (200 million sentences
and 3 billion tokens) from diverse sources are used
to train the model (books, news, government publi-
cations, Swedish Wikipedia, and internet forums).

German BERT: The BERT architecture (Devlin
et al., 2019b), which was first suggested by Google,
was used to create the German BERT language
model (Chan et al., 2020). Data was gathered from
a variety of sources, including OSCAR (Suárez
et al., 2019), German-language Wikipedia dumps,
OPUS, Open Legal Data8, and news items to train
this model.

ALBETO: ALBETO (Cañete et al., 2022) is
a pre-trained ALBERT model (Lan et al., 2020)
variation that has only been trained on Spanish
language corpora. It employs the weight-tied ap-
proach, which shares all parameters among the
model’s layers. There are five sizes available for
the ALBETO models: tiny, base, large, xlarge,
and xxlarge. SentencePiece (Kudo and Richardson,
2018) was used to build a vocabulary of 31K lower-
case tokens that was shared by all of these models

5https://www.tensorflow.org/datasets/
catalog/wikipedia

6https://opus.nlpl.eu/
7https://oscar-project.org/
8http://openlegaldata.io/research/

2019/02/19/court-decision-dataset.html

and used to the training dataset. To obtain the best
outcomes, all ALBETO models were trained using
the LAMB optimizer (You et al., 2020) in accor-
dance with the authors’ recommendations.

Chinese BERT: The objective of this model
(Turc et al., 2019) is to achieve gains within a con-
strained memory and latency budget. A compact
student model is trained to imitate the predictions
of a highly accurate but resource-intensive teacher
model. Model compression is accomplished using
the common knowledge distillation technique (Hin-
ton et al., 2015). This approach comprises of three
standard training operations: masked LM (MLM)
pre-training (Devlin et al., 2019b), task-specific
distillation, and optional fine-tuning. The models
follow the BERT’s input processing (Devlin et al.,
2019b) and Transformer design (Vaswani et al.,
2017). By fine-tuning a pre-trained BERTLARGE
model on the labeled dataset, a teacher model and
24 students of varying sizes were trained for each
end task.
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B Number of entities

Gold entities Detected Entities Irrelevant Entities
train dev test train dev test train dev test

EN 25448 1295 377802 5266 268 69475 9225 460 142232
BN 13222 674 23731 4745 244 10663 6159 328 13068
ZH 15226 772 26796 6502 344 12790 6612 318 14006
FR 26375 1351 398193 4419 230 64927 7291 413 109559
FA 23656 1235 312097 12250 645 169547 17564 998 245043
ES 23904 1229 356373 3617 166 50892 5170 280 77034
DE 15950 840 28877 2971 166 6221 5381 271 11142
HI 12869 683 23199 4575 235 9675 4882 232 10026
IT 26436 1395 397221 5543 306 82950 8152 460 124370
PT 24438 1290 340751 3898 194 55544 5406 246 72995
SV 25413 1390 361156 4733 254 65893 7530 418 107050
UK 21955 1134 315374 4833 231 70292 6880 376 105183

Table 5: Total number of entities in the dataset (gold), number of entities detected by the entity extractor (detected),
and the number of entities detected by entity extractor that are not present in the dataset (irrelevant).

Figure 3: Number of irrelevant entities detected in the test set is greater than the relevant ones across all languages.
Interestingly, more irrelevant entities were detected in European languages (EN, FR, ES, DE, IT, PT, SV, and UK)
and Persian (FA).
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