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Abstract
This paper describes our participation as team
FramingFreaks in the SemEval-2023 task 3
“Category and Framing Predictions in online
news in a multi-lingual setup.” We partici-
pated in subtasks 1 and 2. Our approach was to
classify texts by splitting them into subwords
to reduce the feature set size and then using
these tokens as input in Support Vector Ma-
chine (SVM) or logistic regression classifiers.
Our results are similar to the baseline results.

1 Introduction

Fake news and false arguments are everywhere. In
Twitter posts or news articles, people use persua-
sion techniques to influence the opinion of other
people. For this reason, it is important to detect the
framing and persuasion techniques in texts automat-
ically. This was the aim of the third shared task of
SemEval 2023 (Piskorski et al., 2023), in which we
took part as team FramingFreaks. This task focuses
on the detection of non-neutral texts (first subtask),
evaluating the frame of the argumentation on the ar-
ticle level (second subtask), and finding out which
techniques were used on the sentence level (third
subtask). The data consists of online news and
Twitter posts in English, French, German, Italian,
Polish, and Russian. For the test set the organizers
of the task proposed a few-shot learning task where
our systems had to generalize to sources of other
languages, namely Spanish, Greek, and Georgian.

We participated in the first and second subtasks
in all languages. We did not tackle the third subtask.
The focus of our contribution is on computationally
simple and efficient models. We use ‘traditional’
machine learning models, like SVM. However, un-
like word or character-based features that are com-
monly used with these models, we use subword
units to further reduce the feature set size.

Besides their computational efficiency, the tra-
ditional classifiers based on bag-of-words (or n-
grams) features have several other interesting prop-

erties. For example, unlike recent deep-learning
models, they can process sequences of arbitrary
length, the computational cost comes mainly comes
from the size of the feature set. Convex optimiza-
tion methods used in (some of) these models make
training and tuning these models more straightfor-
ward. Furthermore, in some cases, they may work
as well or even better than deep learning models,
especially when information from pre-training is
not available (see, for example, Çöltekin and Rama,
2018; Piskorski and Jacquet, 2020).

However, the bag-of-words features may typi-
cally result in sparse features. This may particularly
be bad for morphologically complex languages as
many words will be observed only a few times, and
the relation between the morphologically-related
words cannot be used by the classifier. A common
alternative is to use character n-grams (e.g., Ifrim
et al., 2008; Escalante et al., 2011; Han et al., 2013;
Kulmizev et al., 2017), often in combination with
word n-grams. The character n-gram features, on
the other hand, may result in very large feature sets.

Inspired by recent deep learning approaches that
use subwords as input units, we use subword n-
grams as features used by traditional machine learn-
ing models. Subwords may allow models to learn
from smaller, meaningful units, by reducing the
sparsity and the number of features at the same
time. This should reduce the vocabulary size be-
cause parts of words should be more frequent than
the word itself. Especially in languages with rich
morphology, since the stem often does not change.
We release our code on GitHub.1

2 Background

2.1 Data Description

The input for the task was articles and Twitter posts
with a number of tokens ranging from 100 to 10000

1https://github.com/cicl-iscl/
FramingDetection
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tokens. The output of the first subtask was either
‘opinion’, ‘satire’, or ‘reporting’. Thereby opinion
pieces were the majority class in most languages.
In the second subtask, the same texts were classi-
fied in a multi-class classification of 23 framings,
for example, ‘Economic’, ‘Cultural identity’, ‘Le-
gality’, or ‘Morality’. Examples can be found in
the annotation guidelines.2 We made predictions
for all languages that were given in the task.

2.2 Data Description

We did some statistical analysis of the data to better
understand the fallacies and problems of our model.
First, we compared the distributions of the labels in
subtask 1 in the training, and the dev set (Figure 2,
1). In the training set there, the majority proportion
were opinion pieces and in the dev set, the majority
class was reporting.
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Figure 1: The distribution of the labels in the English
and German training dataset.

In the German dataset, the class frequencies in
the training and the dev set are similar (Figure 1,
2). These distribution differences could make the
predictions harder.

2https://propaganda.math.unipd.it/
semeval2023task3/data/annotation_
guidelines.pdf
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Figure 2: The distribution of the labels in the English
and German dev dataset.

An additional challenge could be the length of
the texts. Figure 3 shows the text length of our
tokenized texts. For transformer models, this could
be a problem but our system does not depend on
the text length.
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Figure 3: The text length of the tokenized text in the
English data set.

Additional information on the data can be found
in the task description paper (Piskorski et al., 2023).

923

https://propaganda.math.unipd.it/semeval2023task3/data/annotation_guidelines.pdf
https://propaganda.math.unipd.it/semeval2023task3/data/annotation_guidelines.pdf
https://propaganda.math.unipd.it/semeval2023task3/data/annotation_guidelines.pdf


3 System Description

3.1 Experimental Setup

The train, dev, and test data splits were already
given. We tokenized them by using a WordPiece
tokenizer of a multilingual cased BERT model (De-
vlin et al., 2018) of HugggingFace.3 To vec-
torize these tokens we used tf-idf (Term Fre-
quency times Inverse Document Frequency) to get
features that are independent of the length of the
tokenized text. We used a 3-gram range.

An example of a tokenized sentence from article
number 111111117 of the English dev set:

Original Headline:
Trump formally
nominates Gina Haspel
to be next CIA
director WASHINGTON --

Tokenized Headline: ’[CLS]’,
’Trump’,
’formally’,
’nominate’,
’##s’,
’Gina’,
’Has’,
’##pel’,
’to’,
’be’,
’next’,
’CIA’,
’director’,
’WA’,
’##S’,
’##H’,
’##ING’,
’##TO’,
’##N’,
’--’,

One can see that the tokens are words and subwords.
For example, the third person singular marker ‘-
s’ gets separated from the word stem ‘nominate’.
These tokens were used as features for a support
Vector machine classifier in the first subtask. For
the second subtask, we used the same features in a
multi-class logistic regression model. For all exper-
iments used a multilingual BERT model (Devlin

3https://huggingface.co/
bert-base-multilingual-cased

et al., 2018) to tokenize the texts. After that, we
used an SVM (Chauhan et al., 2019) or logistic
regression (Sun et al., 2019) implementation from
scikit-learn (Pedregosa et al., 2011).4

3.2 Hyperparameter Setting
For the parameter tuning of the SVM, we used the
grid-search algorithm of scikit-learn. Since
the shared task evaluation measure was F1 macro,
the F1 macro score was used for the rankings.

We tried to improve the performance with mul-
tiple experiments, also trying with bigger 3-grams
but the best results were obtained by using three-
grams. We also searched for the best C values. We
searched first in log space and then tried to find
better parameters in the linear search around the
best parameter that we found before. We used a
simple grid search to find the best parameters.

3.3 Additional Attempts
Our first approach was to optimize the baseline
model. We tried different classifiers and we could
slightly increase the F1 score of the baseline from
0.25 to 0.27 by using a Random Forest Classifier
instead of SVM and an n-gram range of 5. We
also tried bigger n-gram ranges without improving
the results. For Italian, the F1-score was 0.387 by
using a Random Forest Classifier instead of SVM
and an n-gram range of 10, which is worse than
the baseline (F = 0.45). This means we could not
improve the linear classifier with the help of other
classic classifiers alone in a multi-lingual approach.

4 Results

4.1 Subtask 1
In the first subtask, our F1-score on the test set was
between about 0.23 (for Greek) and about 0.57 (for
German). Our system was worse than the base-
line on the languages that it was trained on, but it
was better than the baseline for Spanish and Greek,
which were the languages for which no training
data was given. In Georgian, the third language for
which no training data was given, our system was
on baseline level (Table 1).

In the German dataset, our system had the high-
est F1-score. This may be since the class frequen-
cies in the training and the dev set are similar and
most probably it is the same in the test data (Ta-
ble 2). Whereas on the English dataset in the dev
set, the data distribution is completely different.

4https://scikit-learn.org/
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This may lead our system to ignore the minority
classes and predict the opinion class in each case of
the test set, although we balanced the classes in the
scikit-learn classifier to prevent this prob-
lem. Our system just modeled the high-frequency
classes.

Our ranking was between the 12th to 20th place
in comparison to about 15 to 20 participants. Our
best rankings we could get in Spanish and German
in twelfth place out of 16 participants.

4.2 Subtask 2
In the second subtask, we found a similar pattern.
Our model was better than the baseline in Spanish,
Greek, and Georgian, for which no training data
was given. In addition, it was better than the base-
line in German. In the other languages, our system
was very close to the baseline (Table 2).

Our ranking was between the 23rd and 10th
place in comparison to about 16 to 23 participants.
Our best rankings we could get in Spanish and
Georgian in tenth place out of 16 participants.

SUBTASK 1
language FramingFreaks baseline 1
Spanish 0.32 0.15
Greek 0.23 0.17
Georgian 0.26 0.26
English 0.24 0.29
Italian 0.36 0.39
Russian 0.24 0.40
French 0.34 0.57
German 0.57 0.63
Polish 0.28 0.49

Table 1: Table for subtask 1 with the macro F1-scores
of our system in comparison to the baseline for the
different languages on the test set. The F1-scores, where
our system was better than the baseline are marked in
green.

5 Post-analysis of Subtask 1

We run all the following experiments on the test
set.

5.1 Monolingual Models
We assumed that our subword models may not gen-
eralize well, because the structure and morphology
that they should capture are so different in the lan-
guages. So we tried to rerun our model with mono-
lingual BERT models to see if the results could be
improved in that way.

SUBTASK 2
language FramingFreaks baseline 2
Spanish 0.22 0.12
Greek 0.38 0.35
Georgian 0.35 0.26
English 0.20 0.35
Italian 0.45 0.49
Russian 0.22 0.23
French 0.33 0.33
German 0.55 0.48
Polish 0.56 0.60

Table 2: Table for subtask 2 with the macro F1-scores
of our system in comparison to the baseline for the
different languages on the test set. The F1-scores, where
our system was better than the baseline are marked in
green.

We chose Italian and German because these were
the two languages, in which we performed best
regarding the F1-score. We used a German cased
BERT model of huggingface5 and an Italian cased
BERT model.6 But with a new F1-score of 0.51
for German and a new F1-score of 0.30, we were
worse than before for both languages.

6 Conclusion

The first subtask was difficult because the datasets
were not balanced and the input length of the texts
differed between small paragraphs and longer news
articles. The first fact results in the problem that
the majority class of the training set is predicted
over proportional often. The different lengths of
the texts could lead to a classification that is just
based on length. This may be due to the fact, that
news articles are longer, in general, and therefore
the class ‘reporting’ is just predicted by the size.
The difficulty in subtask 2 was to not just find one
or two of the correct framings but all of them.

The majority class in the English dev set was
opinion. This lead our system to ignore the mi-
nority classes and predict the opinion class in each
case of the test set, although we balanced the class
weights to prevent this problem. Our system just
modeled the high-frequency classes. We assumed
that a bag-of-word model should be worse, espe-
cially for morphologically complex languages, but
the baseline used these bag-of-word models and

5https://huggingface.co/
bert-base-german-cased

6https://huggingface.co/dbmdz/
bert-base-italian-cased
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was better in most of the languages. A monolingual
setup also did not improve our results.

Our analysis of the data shows that our system
does not seem to classify meaningful features but
takes the frequency of the training data and low
features like the article length as hints for catego-
rization. Maybe the use of a transformer model or
other language model that takes the relationship of
the words into account would have led to a better
result. Methods for data argumentation like over-
sampling could have been helpful as well.
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