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Abstract

This paper describes our system used in the
SemEval-2023 Task 10 Explainable Detection
of Online Sexism (EDOS). Specifically, we par-
ticipated in subtask B: a 4-class sexism classifi-
cation task, and subtask C: a more fine-grained
(11-class) sexism classification task, where it
is necessary to predict the category of sexism.
We treat these two subtasks as one multi-label
hierarchical text classification problem and pro-
pose an integrated sexism detection model for
improving the performance of the sexism de-
tection task. More concretely, we use the pre-
trained BERT model to encode the text and
class label and a hierarchy-relevant structure
encoder is employed to model the relationship
between classes of subtasks B and C. Addi-
tionally, a self-training strategy is designed to
alleviate the imbalanced problem of distribu-
tion classes. Extensive experiments on subtasks
B and C demonstrate the effectiveness of our
proposed approach.

1 Introduction

Sexism is especially rampant online due to the
anonymity of the Internet, making the online com-
munity unfriendly towards women (Mosca et al.,
2021; Abburi et al., 2020; García-Baena et al.,
2022). Detecting sexism on social media is mean-
ingful in building a more harmonious Internet
world. Sexism detection (Ahuir et al., 2022; del
Arco et al., 2022) can be considered as a particu-
lar sentiment classification task, applied to predict
the categories (the detailed categories are shown
in Figure 1) of prejudice or discrimination based
on a person’s gender in the whole sentence. For
example, the sentence “As Roosh said having dis-
cussions with woman is a waste of time anyway.”
is a sexist comment, which belongs to a kind of
descriptive attack expressing derogation against
women.

∗ Corresponding Author

Figure 1: Taxonomic hierarchy structure of the three
subtasks.

SemEval-2023 Task 10 (Kirk et al., 2023) (Ex-
plainable Detection of Online Sexism, EDOS), is
an online sexism detection and classification task.
The organizers provide a labeled dataset and two
unlabeled datasets for training the three subtasks.
The labeled dataset consists of 14,000 annotated
samples of which 3398 are sexist. For the sexist
entries, as shown in Figure 1, fine-grained labels of
the 4 categories (subtask B) and 11 vectors (subtask
C) are also provided.

Subtask A is a binary classification task aimed at
predicting whether a post is sexist or not. Subtask
B and subtask C classify the sexist posts into more
fine-grained categories. There are four categories
for subtask B, which are threats, derogation, ani-
mosity, and prejudiced discussions. For subtask C,
there are eleven target vectors. The hierarchical
structure of the three tasks is shown in Figure 1.
One obvious characteristic of subtasks B and C is
that categories in subtask C are the detailed classifi-
cation of categories in subtask B, which means all
the instances from the one category in subtask C
are labeled the same in subtask B. Labels in subtask
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B and C put together form a 15-class taxonomic
hierarchy.

In this paper, we try to solve subtasks B and C
simultaneously and treat these two tasks as one
multi-label hierarchical text classification problem
(Chen et al., 2020; Huang et al., 2021; Zhang et al.,
2022). We investigate the EDOS dataset and sum-
marize the two observations: Class label text holds
important textual information regarding the class,
and, the hierarchical structure of the classes pre-
serves richer semantics dependency information be-
tween tasks. Based on it, we propose an approach
based on the pre-trained BERT model (Devlin et al.,
2019), Graph Convolutional Network (GCN)(Deng
et al., 2021), and a retrieval-based attention mech-
anism (Vaswani et al., 2017) to obtain the final
prediction. First, we use BERT model to obtain
the sentence and label representation. Then, we
propose a hierarchy-relevant structure encoder to
capture the richer class representation. Moreover,
a class-aware attention mechanism is proposed to
capture the relationship between text and classes.
In addition, a self-training strategy (Niu et al., 2020;
Soleimani et al., 2022) is designed to alleviate the
imbalanced problem of distribution classes, to get
a better performance of the sexism detection model.
Our system achieves the Macro F1 scores for sub-
tasks B and C of 0.6030 and 0.3847, respectively.

2 System Overview

2.1 Task Definition

We define the combination of subtasks B and C of
EDOS as a detailed hierarchical text classification
problem. The hierarchy is predefined according to
the class relationships shown in Figure 1.

Given a sentence consisting of n words S =
{w1, · · · , wn}, we construct a BERT-based pair se-
quence “[CLS] S [SEP]” and feed the sequence
into pre-trained language model BERT (Devlin
et al., 2019) to acquire the sentence representa-
tion H . As to class labels, 4 classes labeled
YB = {y1, y2, y3, y4} are provided for subtask B
and 11 classes with label YC = {y5, y6, · · · , y15}
for subtask C. child(i), i ∈ {1, 2, 3, 4} refers to the
set of child nodes of label node i. As we consider
the two tasks together, the 15 classes are labeled
Y = {YB, YC} = {y1, y2, · · · , y15}. The goal of
the task is to predict one label in YB and one label
in YC for each input sentence.

2.2 Model Architecture
Figure 2 shows the overall architecture of our sys-
tem. Our model mainly consists of four modules:
1) Pre-trained label encoder extracts contextualized
class-label features through BERT. 2) Hierarchy-
relevant structure encoder utilizes graph convo-
lution neural network to produce class-structure
feature. 3) Class-sentence attention module com-
putes the attention score between the class feature,
which is the concatenation of class-label and class-
structure feature, and the input text feature to pro-
duce class-relevant text feature. 4) A self-training
strategy is adopted to deal with unbalanced class
distribution and an insufficient amount of labeled
data.

2.2.1 Pre-trained Label Encoder
BERT (Devlin et al., 2019) encoder is
utilized to extract class-label features.
We input the class labels in the form
yi = {[CLS], wi1 , wi2 , · · · , win , [SEP ]} , i ∈
{1, 2, · · · , 15} and use the pooled output hyi
from the encoder as the class-label feature
Hy = {hy1, hy2, · · · , hy15}.

2.2.2 Hierarchy-Relevant Structure Encoder
To capture the structure feature between classes,
we construct a graph G = {A,Hs}, where vertices
are the 15 classes in Y with randomly initialized
representation (Glorot and Bengio, 2010). Follow-
ing the study of HiGAM (Zhou et al., 2020), the
prior probability of label dependencies is consid-
ered when building the adjacent matrix A. Suppose
Ni is the number of entries of class label yi, A is
formulated as follows:

Aij =





Nj

Ni
i ∈ Y, j ∈ child(i)

1 j ∈ Y, i ∈ child(j)
1 i = j
0 otherwise

(1)

We then use a graph convolutional neural net-
work (GCN) (Kim et al., 2017) to obtain the rela-
tionship between classes. Formally,

Hs
l = σ(AW sHs

l−1 + bs) (2)

where l is the layer of GCN. After graph convolu-
tion, Hs

l denotes the class structure feature of each
class.

2.2.3 Class-Sentence Attention Module
We concatenate class-structure feature Hs

l and
class-label feature Hy as the final class feature
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Figure 2: Model architecture with self-training.

representation Hc = {Hs
l ;H

y}. We compute the
attention score between sentence feature Hs and
class feature Hc as:

Hatt = softmax(
HWQ × (HcWK)T√

d
) (3)

where Hatt =
{
hatt1 , hatt2 , · · · , hatt15

}
is used for

the final class-relevant sentence representation.

2.2.4 Classification

We use fully-connected layers to calculate the pre-
diction probability distribution for subtasks B and
C:

yB = σ(WBH
att
B + bB) (4)

yC = σ(WCH
att
C + bC) (5)

where Hatt
B =

{
hatt1 , hatt2 , hatt3 , hatt4

}
, Hatt

C ={
hatt5 , · · · , hatt15

}
. The final objective function of

subtask B and C are defined by cross-entropy loss,
respectively,

LB = − 1

N
(

N∑

i=1

4∑

j=1

y
′
ijlog(yBij)) (6)

LC = − 1

N
(

N∑

i=1

15∑

j=5

y
′
ijlog(yCij)) (7)

The final loss the model is:

L = αLB + βLC (8)

where both α and β are set as 0.5 during training.

2.2.5 Self-training Strategy
The labeled dataset provided by SemEval-2023
Task 10 is very unbalanced. For example, class “2.1
descriptive attacks” has over 700 instances while
class “3.4 condescending explanations or unwel-
come advice” only has less than 50 instances. As a
consequence, we utilize a self-training strategy to
mitigate this problem based on CReST.

Specifically, we add certain pseudo-labeled data
to the training set from the Reddit unlabeled dataset
provided by the organizers. After each epoch, the
unlabeled data is first tested on the newly attained
model. Then, sentences with the prediction proba-
bility on both tasks higher than the corresponding
terms in threshold list T = {T1, T2, · · · , T15} are
added to the training set. Suppose there are a total
of Ntot instances in the labeled dataset, the thresh-
old list is calculated as follows:

Ti =





0.5 + 0.5 ∗ Ni
Ntot

i ∈ {1, 2, 3, 4}

0.2 + 0.8 ∗ Ni
Ntot

i ∈ {5, · · · , 15}
(9)

Higher thresholds are assigned to more frequent
classes and lower thresholds to rare classes. Ac-
cording to CReST, classification models have a
much higher accuracy on minority classes. To be
more specific, models are usually reluctant to clas-
sify instances into minority classes, but once such
a prediction is made, the accuracy is very high.
Therefore, we make it easier to add less frequent
class samples and harder to add the major classes.

Only sexist entries are needed for subtasks B and
C, so we select the sexist entries from the original
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B Label B Size C Label C Size

1. threats 310
1.1 threats of harm 56

1.2 incitement and encouragement of harm 254

2. derogation 1590
2.1 descriptive attacks 717

2.2 aggressive and emotive attacks 673
2.3 dehumanising attacks & overt sexual objectification 200

3. animosity 1165

3.1 casual use of gendered slurs, profanities, and insults 637
3.2 immutable gender differences and gender stereotypes 417

3.3 backhanded gendered compliments 64
3.4 condescending explanations or unwelcome advice 47

4. prejudiced
discussions

333
4.1 supporting mistreatment of individual women 75

4.2 supporting systemic discrimination against women as a group 258

Table 1: Statistics of the labeled dataset

Models Subtask B Subtask C

ACC.(%) F1.(%) ACC.(%) F1.(%)

BERT (Devlin et al., 2019) 54.64 47.01 39.67 23.09
RoBERTa (Liu et al., 2019) 55.09 50.96 40.79 26.03

HiAGM-LA (Zhou et al., 2020) 60.59 55.32 46.35 36.27
HTCInfoMax (Deng et al., 2021) 61.03 58.83 46.91 38.87

Our model + roberta-base 59.56 57.68 45.59 40.03
Our model + roberta-large 60.44 58.79 45.15 39.93

Our model + xlm-roberta-large 59.36 56.18 46.72 34.87
Our model + bert-base 60.88 59.19 47.21 41.61
Our model + bert-large 62.65 60.31 54.12 44.34

best model - 73.26 - 56.06

Table 2: Experimental results of our proposed model compared to several comparison baselines.

Reddit unlabeled dataset through a BERT-based
binary classification model. We train a binary clas-
sification model The sexist samples form the unla-
beled dataset used in our model.

3 Experimental Results and Analysis

3.1 Experimental Setup

Dataset. We use the EDOS datasaet provided by
SemEval-2023 Task 10 (Kirk et al., 2023). Detailed
statistics of the labeled dataset are illustrated in Ta-
ble 1. The labeled dataset is divided into a training
dataset (80%) and a validation dataset (20%). We
randomly sampled 80% of samples for each class
in subtask C and used the rest 20% for validation.

Implementation Details. The pre-trained BERT
encoder, which is used as the sentence encoder and
class-label encoder, is set with a hidden dim of

1024 and a maximum length of token input of 100.
The label embedding for class-structure feature Hs

0

is initialized with Kaiming uniform (Wei et al.,
2021). To avoid overfitting, dropout is employed
at a rate of 0.5 for sentence embedding and 0.1 for
the GCN and attention. We select Adam as the
optimizer with a learning rate of 2 × 10−4. The
model is trained for 30 epochs with a batch size of
32. We assess the prediction results by calculating
the accuracy and macro F1 of each subtask.

3.2 Experimental Results

To evaluate our model, we compare its perfor-
mance on the development test dataset with several
baselines , such as BERT, RoBERTa, HiAGM-LA,
and HTCInfoMax. The comparison results are re-
ported in Table 2. Our model with bert-large as
the pre-trained BERT model outperforms all the
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Figure 3: The effect of task weight α and β.

other methods on both evaluation metrics in both
tasks, which demonstrates that our model can solve
the two sub-tasks effectively. Compared to bert-
based models, our model adds additional hierarchi-
cal structure information to model the relationship
between the labels of the two subtasks. Moreover,
the hierarchical classification models only consider
the structural relationship without making use of
the label text. Our approach, which fully utilized
the contextualized information from the label texts,
is proven to be better. Among the variants of our
model, using bert-large as the pre-trained encoder
has the best performance surprisingly. We argue
that the training dataset initially includes only 2718
labeled instances for a 15-class classification prob-
lem, making larger and more complicated mod-
els easily overfitted. This is the main reason why
BERT as the encoder outperforms RoBERTa. The
best model in the competition reports a Macro-F1
of 73.26 in subtask B and 56.06 in subtask C.

3.3 Ablation Study

To evaluate the effectiveness of components of our
proposed model, we report the results of the abla-
tion study in Table 3. Our model w/o Hy performs
significantly worse on subtask C dropping nearly
10%, indicating that the class-label feature Hy is
effective. The performance of our model w/o Hs

l

also degrades, thus proving class-structure feature
Hs

l improves the performance. The performance
of our model w/o self-training is slightly worse
on subtask B but drops substantially in terms of
subtask C, which confirms the effectiveness of the
self-training strategy.

3.4 Effect of task weight α and β

To explore the impact of the task weights on the
performance of our proposed model, we vary the

Models
Subtask B Subtask C

ACC. F1. ACC. F1.

Our model 62.65 60.31 54.12 44.34
- w/o Hs

l 59.56 58.76 47.50 43.40
- w/o Hy 57.98 56.71 45.88 31.01

- w/o Self-training 62.20 60.15 46.32 35.65

Table 3: Ablation study results.

task weight from 0.1 to 0.9 and show the results
in Figure 3. The accuracy and macro-F1 of both
tasks tend to increase when the weight of subtask
B α increases from 0.1 to 0.5 and drops when α
continues to grow from 0.5 to 0.9. The same pattern
is observed with the weight of subtask C β. The
best performance is achieved when equal weights
are assigned to the two losses, or α = β = 0.5.

4 Conclusion

In this paper, we propose a model to address sub-
tasks B and C of SemEval-2023 Task 10 Explain-
able Detection of Online Sexism. Our goal is to
identify sexist statements and explain why they are
sexist. The model treats the two subtasks as one
multi-label hierarchical classification problem to
capture class features from two perspectives: la-
bel texts and class hierarchy, utilizing a pre-trained
BERT model and a graph convolution neural net-
work respectively. Our model is proven effective
by extensive comparison experiments.

Online sexism detection is getting more and
more attention as people begin to realize its im-
portance to the Internet community. More efforts
need to be put into this cause to make the Internet
world better for everybody.
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